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Abstract: 
Modern optimization algorithms are making use more and more of randomization as a means of reducing 
the amount of information needed to perform each step of the algorithm, while eventually accessing 
enough information about the problem to identify a good approximate solution. Stochastic gradient 
methods, which obtain gradient estimates from small samples of a full data set, are one example of such 
methods. Related techniques include the Kaczmarz method for linear algebraic systems and coordinate 
descent methods in optimization. In this talk, we focus on parallel versions of these methods that are suited 
to asynchronous implementation on multicore processors. Convergence theory for these methods is 
described, along with some computational experience. 
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