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ABSTRACT
In nonparametric regression, it is often needed to detect whether there are jump discontinuities in the mean function. In this paper, we revisit the difference-based method in [13] and propose to further improve it. To achieve the goal, we first reveal that their method is less efficient due to the inappropriate choice of the response variable in their linear regression model. We then propose a new regression model for estimating the residual variance and the total amount of discontinuities simultaneously. In both theory and simulation, we show that the proposed variance estimator has a smaller mean-squared error compared to the existing estimator, whereas the estimation efficiency for the total amount of discontinuities remains unchanged. Finally, we construct a new test procedure for detection of discontinuities using the proposed method; and via simulation studies, we demonstrate that our new test procedure outperforms the existing one in most settings.

1. Introduction
Consider the following nonparametric regression model:

\[ y_i = g(x_i) + h(x_i) + \varepsilon_i, \quad 0 \leq i \leq n, \quad (1) \]

where \( y_i \) are observations, \( x_i \) are design points and \( \varepsilon_i \) are independent and identically distributed (i.i.d.) random errors with mean zero and variance \( \sigma^2 \). In model (1), \( f(x) = g(x) + h(x) \) is the mean function. We assume that \( g(x) \) is a smooth function and \( h(x) \) is a step function with form

\[ h(x) = \sum_{j=1}^{p} \psi_j I(x \geq t_j), \quad 0 < t_1 < \cdots < t_p < 1, \]

where \( p \) is the number of jumps, \( \psi_j \) are the jump magnitudes taking at positions \( t_j \), and \( I(x \geq t) \) is the indicator function with value 1 if \( x \geq t \) and value 0 otherwise.

When \( h(x) = 0 \), there is no jump in the regression model and the mean function is smooth. In practical applications, however, such a smoothness assumption may be too
restrictive if the data include some change points, e.g. the sea-level pressure data [17], the infants growth data [13], and the annual temperature data [6]. It is known that the estimates of the mean function with or without the smoothness assumption are not only quantitatively but also qualitatively different [13]. This results in a fundamental model selection problem and it is often needed to detect whether there are jump discontinuities in the mean function before fitting the model. For this problem, a common approach is to estimate the left and right limits of the mean function and then use their difference to construct appropriate test statistics. As a common practice, a large absolute value of the difference indicates that the mean function may contain jump discontinuities [2–4,7,8,11,14–16].

Apart from the traditional methods, Müller and Stadtmüller [13] proposed a difference-based procedure for testing jump discontinuities in nonparametric regression. Consider an equivalent design with $x_i = i/n$ for $i = 1, \ldots, n$, and define $\gamma = \sum_{j=1}^p \psi_j^2$ as the total amount of discontinuities in the data. When $\gamma = 0$, we have $\psi_j = 0$ for all $j$ and so the mean function is smooth; otherwise, the regression model may contain jump discontinuities. By this, the model selection problem is equivalent to testing

$$H_0 : \gamma = 0 \quad \text{versus} \quad H_1 : \gamma > 0. \quad (2)$$

Let $L = o(n) \geq 1$ and

$$Z_k = \frac{1}{2(n-L)} \sum_{i=1}^{n-L} (y_{i+k} - y_i)^2, \quad 1 \leq k \leq L.$$

Noting that $E(Z_k) \approx \sigma^2 + l_k \gamma$ where $l_k = k/2(n-L)$, the authors regressed $Z_k$ on $l_k$ through the linear model

$$Z_k = \sigma^2 + l_k \gamma + \xi_k, \quad 1 \leq k \leq L. \quad (3)$$

The intercept $\sigma^2$ and the slope $\gamma$ were then estimated by least squares. We denote them by $\hat{\sigma}_MS^2$ and $\hat{\gamma}_{MS}$, and refer to their method as the MS method. Then for testing the hypotheses (2), they constructed a test statistic as

$$T_{MS} = \frac{\sqrt{m} \hat{\gamma}_{MS}}{\sqrt{12(\hat{\mu}_4 - \hat{\sigma}^4)/5}}, \quad (4)$$

where $\hat{\mu}_4$ and $\hat{\sigma}^4$ are consistent estimators for $\mu_4 = E(\varepsilon^4)$ and $\sigma^4$. When the random errors follow approximately a normal distribution, $\mu_4 - \sigma^4 = 2\sigma^4$ and so $\hat{\mu}_4 - \hat{\sigma}^4$ can be replaced by $2\hat{\sigma}^4_{MS}$. Under some regularity conditions, the null distribution of $T_{MS}$ follows asymptotically a standard normal distribution.

Note that $Z_k$ uses only the first $n-L$ pairs of differences out of a total of $n-k$ pairs in \{y_{1+k} - y_1, \ldots, y_{n} - y_{n-k}\}. By ignoring the last $L-k$ pairs, we will show in Sections 3 and 4 that their estimator $\hat{\sigma}^2_{MS}$ is a less efficient estimator for $\sigma^2$, especially when $n$ is small or $L-k$ is large. As a consequence, the test statistic (4) is either less powerful or even invalid for testing jump discontinuities, that is, the type I error of the test may not be well controlled. For this point, we can refer to the simulation study in Section 3, where the simulated type I error of $T_{MS}$ will be as large as 0.237 at the significance level of 0.05 when $n = 30$. Note that a similar phenomenon was also observed in [18] where a smooth regression model is assumed.
In this paper, we propose to fully use the pairs of differences and develop new estimators for $\sigma^2$ and $\gamma$. A new test procedure will also be constructed and we show that the proposed test provides a better performance than $T_{MS}$. Specifically, we organize the rest of this paper as follows. In Section 2, we propose a new estimation method for $\sigma^2$ and $\gamma$. In Section 3, we study the theoretical properties of the new estimators and then propose a new procedure for testing whether the mean function contains jump discontinuities. In Section 4, we evaluate and compare the proposed estimators and the proposed test procedure with some existing methods. In Section 5, we applied the proposed testing method to a real example and demonstrate its usefulness in practice. Finally, we conclude the paper in Section 6 and provide the proofs of the theorems in Section 7.

2. Main results

To make full use of the available pairs of differences, we define

$$s_k = \frac{1}{2(n-k)} \sum_{i=1}^{n-k} (y_{i+k} - y_i)^2, \quad k = 1, \ldots, m.$$ 

The same as in [12,19], we refer to them as the lag-$k$ Rice estimators. For the sake of fairness, we let $m = L$ and also assume the same conditions as in [13]. In particular, the following condition on the locations of jump points is assumed:

$$\min_{1 \leq j \leq p+1} (t_j - t_{j-1}) \geq 2m/n,$$  

(5)

where $t_0 = 0$ and $t_{p+1} = 1$. This condition ensures that the different change points are not located too close to each other so that they can be separated by the proposed method.

For the equidistant design, it is easy to verify that

$$E(s_k) = \sigma^2 + \frac{1}{2(n-k)} \sum_{i=1}^{n-k} [g(x_{i+k}) - g(x_i) + h(x_{i+k}) - h(x_i)]^2$$

$$= \sigma^2 + \frac{k}{2(n-k)} \gamma + \frac{k^2}{2n^2} \delta + o\left(\frac{k^2}{n^2}\right),$$

(6)

where $\gamma = \sum_{j=1}^{p} \psi_j^2$ as in Section 1 and $\delta = \int_0^1 g'(t)^2 \, dt + 2\int_0^1 g'(t) \, dh(t)$. Let $\theta = (\theta_1, \theta_2) = (\sigma^2, \gamma/2)$ and $d_k = k/(n-k)$. Model (6) can be represented as

$$E(s_k) = \theta_1 + d_k \theta_2 + \eta_k,$$

where $\eta_k = k^2 \delta/2n^2 + o(k^2/n^2)$. Treating $\eta_k$ as a negligible term, we have a simple linear regression model with $d_k$ being the independent variables and $s_k$ the response variables. Unlike the $Z_k$ values where exactly $n-L$ pairs are involved, we note that the lag-$k$ Rice estimators $s_k$ involve different number of pairs and this makes the computation much more challenging. To assign a same weight to each pair, we assign weights $w_k = (n-k)/N$ for $k = 1, \ldots, m$ to each response $s_k$ accordingly, where $N = (2n-m-1)m/2$ is the total number of pairs involved in the regression.
Note also that the responses $s_k$ are correlated with each other. With some straightforward computation, the asymptotic covariance matrix of $s = (s_1, \ldots, s_m)^T$ is given by $\Sigma = (\Sigma_{ij})_{m \times m}$, where

$$\Sigma_{ij} = \begin{cases} n^{-1} (\mu_4 - \sigma^4) + o(n^{-1}) & \text{if } i \neq j, \\ n^{-1} \mu_4 + o(n^{-1}) & \text{if } i = j. \end{cases}$$

We then apply the generalized least-squares method to estimate the parameters. Specifically by McElroy [10], we have the estimators of $\theta_1$ and $\theta_2$ as

$$\hat{\theta}_{\text{new},1} = \sum_{k=1}^{m} w_k s_k - \bar{d}_w \hat{\theta}_{\text{new},2},$$

$$\hat{\theta}_{\text{new},2} = \left( \sum_{k=1}^{m} w_k d_k^2 - \bar{d}_w^2 \right)^{-1} \sum_{k=1}^{m} w_k (d_k - \bar{d}_w) s_k,$$

where $\bar{d}_w = \sum_{k=1}^{m} w_k d_k$. Then correspondingly, the new estimators of $\sigma^2$ and $\gamma$ are $\hat{\sigma}^2_{\text{new}} = \hat{\theta}_{\text{new},1}$ and $\hat{\gamma}_{\text{new}} = 2\hat{\theta}_{\text{new},2}$. They are the best linear unbiased estimators of $\sigma^2$ and $\gamma$, respectively [9].

### 3. Asymptotic properties

In this section, we investigate the theoretical properties of the proposed estimators. For ease of notation, let

$$a_k = 1 - \bar{d}_w \frac{(d_k - \bar{d}_w)}{\sum_{k=1}^{m} w_k d_k^2 - \bar{d}_w^2} \quad \text{and} \quad b_k = \frac{d_k - \bar{d}_w}{\sum_{k=1}^{m} w_k d_k^2 - \bar{d}_w^2}.$$

Then for $\lambda, \rho \in \mathbb{R}$, we define

$$\hat{\theta}_{\text{new}}(\lambda, \rho) = \lambda \hat{\theta}_{\text{new},1} + \rho \hat{\theta}_{\text{new},2} = \sum_{k=1}^{m} (\lambda a_k + \rho b_k) w_k s_k.$$

Let also $y = (y_1, \ldots, y_n)^T$, $c_0 = 0$ and $c_k = (\lambda a_k + \rho b_k)/2N$ for $k = 1, \ldots, m$. We note that $\hat{\theta}_{\text{new}}(\lambda, \rho)$ can be represented as a quadratic form $\hat{\theta}_{\text{new}}(\lambda, \rho) = Y^T D Y$, where $D$ is an $n \times n$ matrix with elements

$$d_{ij} = \begin{cases} \sum_{k=1}^{m} c_k + \sum_{k=0}^{\min(i-1,n-i,m)} c_k, & 1 \leq i = j \leq n, \\ -c_{|i-j|}, & 0 < |i-j| = k \leq m, \\ 0, & \text{otherwise}. \end{cases}$$

We can derive its variance as

$$\text{var}[\hat{\theta}_{\text{new}}(\lambda, \rho)] = (\text{var}(\varepsilon^2) - 2\sigma^4) \text{tr}(\text{diag}(D)^2) + 2\sigma^4 \text{tr}(D^2) + 4\sigma^2 f^T D f + 4\sigma^2 \mu_3 (f^T D \text{diag}(D) 1),$$

where $f = (f(x_1), \ldots, f(x_n))^T$, $\mu_3 = E(\varepsilon^3)$ and $\text{diag}(D)$ is the diagonal matrix of $D$. This form makes it convenient to calculate the theoretical results. The following theorem gives
the mean-squared errors (MSE) for the proposed estimators and also the estimators in [13] for comparison.

**Theorem 3.1:** Assume that condition (5) holds, $m \to \infty$ and $L = m = n^r$ for $1/2 < r < 2/3$. Then for any mean function $f = g + h$ with the first derivative of $g$ being bounded, we have

\[
\text{MSE}(\hat{\sigma}^2_{\text{new}}) = \frac{1}{n} \text{var}(e^2) + \frac{m}{15n^2} \text{var}(e^2) + \frac{4m}{15n^2} \sigma^2 \gamma + o\left(\frac{m}{n^2}\right),
\]
\[
\text{MSE}(\hat{\sigma}^2_{\text{MS}}) = \frac{1}{n} \text{var}(e^2) + \frac{16m}{15n^2} \text{var}(e^2) + \frac{4m}{15n^2} \sigma^2 \gamma + o\left(\frac{m}{n^2}\right),
\]
\[
\text{MSE}(\hat{\gamma}_{\text{new}}) = \frac{12}{5m} \text{var}(e^2) + \frac{48}{5m} \sigma^2 \gamma + o\left(\frac{1}{m}\right),
\]
\[
\text{MSE}(\hat{\gamma}_{\text{MS}}) = \frac{12}{5m} \text{var}(e^2) + \frac{48}{5m} \sigma^2 \gamma + o\left(\frac{1}{m}\right).
\]

The proof of Theorem 3.1 is given in Section 7.1. Theorem 3.1 indicates that $\hat{\gamma}_{\text{new}}$ and $\hat{\gamma}_{\text{MS}}$ are asymptotically equivalent. Both $\hat{\sigma}^2_{\text{new}}$ and $\hat{\sigma}^2_{\text{MS}}$ attain the root-$n$ convergence rate. Compared to the MS estimator, the proposed new estimator $\hat{\sigma}^2_{\text{new}}$ has a smaller second-order term in the MSE expression. This improvement results from the information of residual variance provided by $m(m - 1)/2$ extra pairs in our model. The finite sample performance of the new estimators is presented in Section 4.

**Theorem 3.2:** Assume that $\mu_3 = 0$, $m \to \infty$ and $m = n^r$ for $1/2 < r < 2/3$. We have the following asymptotic normality for the proposed estimators,

\[
\left(\frac{\sqrt{n}(\hat{\sigma}^2_{\text{new}} - \sigma^2)}{\sqrt{m}(\hat{\gamma}_{\text{new}} - \gamma)}\right) \xrightarrow{D} N\left(\begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} \mu_4 - \sigma^4 & 1 \\ 0 & 12/5 \end{pmatrix}\right) \quad \text{as } n \to \infty,
\]

where $\xrightarrow{D}$ denotes convergence in distribution.

The proof of Theorem 3.2 is given in Section 7.2. Theorem 3.2 can be used to test whether or not the mean function is smooth. Specifically, to test $H_0 : \gamma = 0$ versus $H_1 : \gamma > 0$, we construct the test statistic as

\[
T_{\text{new}} = \frac{\sqrt{m\hat{\gamma}_{\text{new}}}}{\sqrt{12(\bar{\mu}_4 - \bar{\sigma}^4)/5}},
\]

where $\bar{\mu}_4$ and $\bar{\sigma}^2$ are consistent estimates of $\mu_4$ and $\sigma^2$, respectively. If we treat $\eta_k$ as normal errors, then $\mu_4 - \sigma^4 = 2\sigma^4$ and we can replace $\bar{\mu}_4 - \bar{\sigma}^4$ by $2\hat{\sigma}^4_{\text{new}}$. Under $H_0$, the test statistic $T_{\text{new}}$ follows a standard normal distribution. Then at the significance level of $\alpha$, we reject $H_0$ if the observed $T_{\text{new}}$ value is larger than $z_\alpha$, where $z_\alpha$ is the upper $\alpha$th percentile of the standard normal distribution.
4. Simulation studies

In this section, we first conduct Monte Carlo simulations to assess the finite sample performance of the proposed estimation and testing methods and compare them with the existing methods in [13]. Specifically, we consider respectively three smooth functions:

\[ g_1(x) = 0, \]
\[ g_2(x) = x/2, \]
\[ g_3(x) = x/2 + x \sin(2\pi x)/4, \]

and three jump functions:

\[ h_1(x) = 0, \]
\[ h_2(x) = I(x \geq 0.5), \]
\[ h_3(x) = I(x \geq 0.25) - 1.5I(x \geq 0.5). \]

In total, we have 9 combinations for the mean function. Note that \( g_i + h_1 \) for \( i = 1, 2, 3 \) are smooth functions with no jump points.

For the sample size, we consider \( n = 30, 100 \) and 500 that correspond to small, moderate and large sample sizes, respectively. The random errors are generated independently from the normal distribution \( N(0,0.25) \). For the bandwidth \( \hat{m} \), we follow the selection method in [13]. Specifically, we let

\[
\hat{m} = \arg\min_m \left\{ \frac{1}{2m_0 + 1} \sum_{i=m-m_0}^{m+m_0} \hat{\gamma}^2(i) - \left[ \frac{1}{2m_0 + 1} \sum_{i=m-m_0}^{m+m_0} \hat{\gamma}(i) \right]^2 \right\}, \tag{7}
\]

where \( m_0 = \max([n/50], 2) \) with \([x]\) being the greatest integer smaller than or equal to \( x \). This criterion suggests to choose the bandwidth that minimizes an approximation for the variance of estimator in the area of \([m - m_0, m + m_0]\).

For each simulated data set, we calculate the estimates of \( \gamma \) and \( \sigma^2 \) for both the new method and the MS method. We then repeat the procedure 1000 times for each simulation setting and report the MSE of \( \hat{\gamma} \) and the relative difference of mean-squared errors (rdMSE) of \( \hat{\sigma}^2_{MS} \) and \( \hat{\sigma}^2_{new} \), \( n^2[\text{MSE}(\hat{\sigma}^2_{MS}) - \text{MSE}(\hat{\sigma}^2_{new})]/\text{var}(\epsilon^2) \), in Table 1, respectively. From the results in Table 1, it is evident that \( \hat{\sigma}^2_{new} \) outperforms \( \hat{\sigma}^2_{MS} \) significantly in all settings. Note also that \( \hat{\gamma}_{new} \) and \( \hat{\gamma}_{MS} \) perform very similarly. Hence, together with the theoretical results in Theorem 3.1, we conclude that the additional pairs introduced into the regression does improve the overall performance of the estimators in both theory and simulations.

Our second simulation study is to compare the performance of the test statistics \( T_{new} \) and \( T_{MS} \) for testing \( H_0 : \gamma = 0 \) versus \( H_1 : \gamma > 0 \). For the smooth function, we consider the same three functions as in the previous simulation study. For the step function, we consider \( h(x) = \psi I(x \geq 0.5) \) with the \( \psi \) value ranging from 0, 0.25, 0.5, 0.75 and 1. Note that \( \psi = 0 \) represents the null hypothesis, and vice versa. The sample size \( n \) is set to be 30, 100, 200 and 500, and the random errors are generated independently from \( N(0,0.25) \). We investigate the type I errors and the power function of the proposed test \( T_{new} \) and \( T_{MS} \) at \( \alpha = 0.1, 0.05 \) and 0.025 significance levels. With 1000 simulations for each setting, we report the simulation results in Table 2 for \( f(x) = g_1(x) + h(x) \), in Table 3 for
Table 1. Simulation results for MSE of $\hat{\gamma}_{\text{new}}$, $\hat{\gamma}_{\text{MS}}$ and relative difference between MSEs (rdMSE) of $\hat{\sigma}^2_{\text{new}}$ and $\hat{\sigma}^2_{\text{MS}}$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$h(x)$</th>
<th>$g(x)$</th>
<th>MSE($\hat{\gamma}_{\text{new}}$)</th>
<th>MSE($\hat{\gamma}_{\text{MS}}$)</th>
<th>rdMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>1</td>
<td>1</td>
<td>0.12</td>
<td>0.18</td>
<td>1.98</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>0.18</td>
<td>0.21</td>
<td>1.79</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3</td>
<td>0.17</td>
<td>0.22</td>
<td>1.59</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>0.44</td>
<td>0.53</td>
<td>2.91</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>0.67</td>
<td>0.77</td>
<td>2.51</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3</td>
<td>0.83</td>
<td>0.94</td>
<td>2.29</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>2.45</td>
<td>2.61</td>
<td>4.11</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>2.42</td>
<td>2.61</td>
<td>2.99</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>2.84</td>
<td>3.15</td>
<td>2.74</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>1</td>
<td>0.027</td>
<td>0.025</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>0.024</td>
<td>0.032</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3</td>
<td>0.032</td>
<td>0.039</td>
<td>1.40</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>0.13</td>
<td>0.15</td>
<td>1.70</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>0.23</td>
<td>0.24</td>
<td>1.78</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3</td>
<td>0.29</td>
<td>0.32</td>
<td>1.75</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>0.56</td>
<td>0.58</td>
<td>2.13</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>0.58</td>
<td>0.61</td>
<td>2.07</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>0.81</td>
<td>0.84</td>
<td>2.10</td>
</tr>
<tr>
<td>500</td>
<td>1</td>
<td>1</td>
<td>0.0047</td>
<td>0.0061</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>0.0048</td>
<td>0.0058</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3</td>
<td>0.0064</td>
<td>0.0068</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>0.040</td>
<td>0.043</td>
<td>1.60</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>0.12</td>
<td>0.12</td>
<td>1.82</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3</td>
<td>0.17</td>
<td>0.17</td>
<td>1.92</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>0.12</td>
<td>0.13</td>
<td>2.25</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>0.11</td>
<td>0.12</td>
<td>1.65</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>0.35</td>
<td>0.36</td>
<td>2.55</td>
</tr>
</tbody>
</table>

Table 2. Simulated type I errors and powers of $T_{\text{new}}$ and $T_{\text{MS}}$ for $f(x) = g_1(x) + h(x)$, respectively.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\psi$</th>
<th>$T_{\text{new}}$</th>
<th>$T_{\text{MS}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>0.080</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.271</td>
<td>0.190</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.549</td>
<td>0.477</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.828</td>
<td>0.775</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.983</td>
<td>0.968</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.083</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.361</td>
<td>0.273</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.789</td>
<td>0.715</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.978</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0.094</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.454</td>
<td>0.345</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.911</td>
<td>0.864</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.999</td>
<td>0.996</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>200</td>
<td>0</td>
<td>0.112</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.553</td>
<td>0.447</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.958</td>
<td>0.933</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>1.000</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

$f(x) = g_2(x) + h(x)$, and in Table 4 for $f(x) = g_3(x) + h(x)$, respectively. From the three tables, we observe that the simulated type I errors of $T_{\text{MS}}$ always exceed the nominal levels. Accordingly, the simulated type I errors of the new method are much smaller and also more...
Table 3. Simulated type I errors and powers of $T_{\text{new}}$ and $T_{\text{MS}}$ for $f(x) = g_2(x) + h(x)$, respectively.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\psi$</th>
<th>$T_{\text{new}}$</th>
<th></th>
<th>$T_{\text{MS}}$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>0.05</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0.226</td>
<td>0.169</td>
<td>0.126</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.658</td>
<td>0.554</td>
<td>0.489</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.885</td>
<td>0.834</td>
<td>0.794</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.977</td>
<td>0.959</td>
<td>0.946</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.997</td>
<td>0.995</td>
<td>0.993</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0.255</td>
<td>0.170</td>
<td>0.118</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.685</td>
<td>0.589</td>
<td>0.517</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.923</td>
<td>0.889</td>
<td>0.857</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.987</td>
<td>0.984</td>
<td>0.980</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0</td>
<td>0.213</td>
<td>0.171</td>
<td>0.118</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.889</td>
<td>0.837</td>
<td>0.791</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.996</td>
<td>0.986</td>
<td>0.977</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>1.000</td>
<td>0.999</td>
<td>0.999</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>0</td>
<td>0.204</td>
<td>0.178</td>
<td>0.112</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.884</td>
<td>0.836</td>
<td>0.785</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.997</td>
<td>0.994</td>
<td>0.989</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>1.000</td>
<td>0.999</td>
<td>0.999</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>

close to the nominal levels in most settings. This shows that our proposed test provides a more accurate control than the test method in [13]. Furthermore, we note that the power of $T_{\text{new}}$ can be larger than that of $T_{\text{MS}}$ in a wide range of settings. To illustrate this, we plot in Figure 1 the power function for $f(x) = g_1(x) + h(x)$ at the 0.05 significance level. From the figure, the power function of $T_{\text{new}}$ will always exceed that of $T_{\text{MS}}$ as long as $\gamma$ is not too small.

Table 4. Simulated type I errors and powers of $T_{\text{new}}$ and $T_{\text{MS}}$ for $f(x) = g_3(x) + h(x)$, respectively.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\psi$</th>
<th>$T_{\text{new}}$</th>
<th></th>
<th>$T_{\text{MS}}$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>0.05</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0.149</td>
<td>0.103</td>
<td>0.079</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.353</td>
<td>0.283</td>
<td>0.230</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.658</td>
<td>0.556</td>
<td>0.493</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.888</td>
<td>0.840</td>
<td>0.796</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.987</td>
<td>0.983</td>
<td>0.969</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0.111</td>
<td>0.059</td>
<td>0.044</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.440</td>
<td>0.317</td>
<td>0.227</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.931</td>
<td>0.890</td>
<td>0.843</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.995</td>
<td>0.993</td>
<td>0.990</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0</td>
<td>0.112</td>
<td>0.068</td>
<td>0.044</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.666</td>
<td>0.523</td>
<td>0.414</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.995</td>
<td>0.989</td>
<td>0.973</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>0</td>
<td>0.225</td>
<td>0.136</td>
<td>0.092</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.912</td>
<td>0.839</td>
<td>0.748</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Test power of $T_{MS}$ (dashed lines) and $T_{new}$ (solid lines) against the magnitude of $\gamma$, where $g_1(x) = 0, h(x) = \psi \mathbf{1}(x \geq 0.5), \text{and } \alpha = 0.05.$

5. Real study

In this section, we apply our new testing method to the data of monthly gasoline prices of the United States for the recent 22 years, starting from January 1994 to December 2015. The data are freely available from the website of U.S. Energy Information Administration: http://www.eia.gov/dnav/pet/pet_pri_gnd_dcuus_nus_m.htm. For illustration, we display the 264 records for monthly gasoline prices in Figure 2.

We consider the null hypothesis being there is no jump in the gasoline prices data. To compare the behavior of the new and existing methods in practice, we set the bandwidth ranging from 16 to 132, with the two endpoints corresponding to $n^{1/2}$ and $n/2$, respectively. We then present the estimated results for $\hat{\gamma}, \hat{\sigma}^2$ and $\hat{T}$ in Figure 3, respectively. For $\gamma$ in the left panel of Figure 3, the two methods provide comparable estimates, with the MS estimate slightly greater when the bandwidth is large. For $\sigma^2$ in the middle panel of Figure 3, we note that the MS method may provide negative variance estimates when the bandwidth is large, owing to the fact that many pairs of differences are prohibited from analysis. As
a consequence, the MS method fails to provide a reliable testing result compared with our testing method. For details, see the right panel of Figure 3. Finally, we compare the two methods by using their respective bandwidths that minimize the local variation of \( \hat{\gamma} \) in Equation (7). For our method, we get \( \hat{m} = 131 \) and \( \hat{T}_{\text{new}} = 1342.2 > z_{0.95} = 1.64 \); and for the MS method, we get \( \hat{m} = 128 \) and \( \hat{T}_{\text{MS}} = 80.4 > z_{0.95} = 1.64 \). It is evident that our new testing method provides a stronger evidence to reject the null hypothesis of no jump.

To summarize, there exists at least one jump discontinuity in the mean function of monthly gasoline prices. More specifically, we observe that there are two obvious jumps in the data: the first one is around 2008 in which the oil price went along with the subprime crisis; and the second one is around 2014 in which the oil price went down sharply. Finally, we note that the number and positions of jumps are quite obvious in our illustration example. In case if they are not that obvious, we recommend to apply some well-known methods such as [17,20] for further investigation upon the rejection of the null hypothesis.
Figure 3. Estimation and testing results of the two methods with various bandwidths. Left panel: $\hat{\gamma}$, middle panel: $\hat{\sigma}^2$ and right panel: $\hat{T}$. Red dotted lines: the MS method. Green solid lines: our new method.

6. Conclusion

This paper considers the simultaneous estimation of the total amount of discontinuities $\gamma$ and the residual variance $\sigma^2$ in nonparametric regression with jump continuities. It meanwhile considers the detection problem whether or not the mean function is a smooth function. To achieve the goals, we first reveal that the method in [13] is less efficient due to the inappropriate choice of the response variable in their linear regression model. We then propose a new regression model for estimating $\sigma^2$ and $\gamma$ simultaneously, and also propose a new test procedure for detecting the smoothness. In both theory and simulations, we show that the proposed variance estimator has a smaller MSE compared to the estimator in [13], whereas the two estimators of $\gamma$ remain a similar performance. Consequently, the proposed new test procedure also improves the existing test in [13]. An example of gasoline data is analyzed with both existing and proposed methods for practical implementation.

The current paper only considers the two-parameter asymptotic linear model for simplicity. In spirit, our proposed method in Section 2 can be applied to build a three-parameter asymptotic linear model using some higher order Taylor expansion, as in formula (4.11) in [13]. In addition, we note that the proposed method requires a strong condition on the locations of jump points, i.e. condition (5), that specifies no jump points in the boundaries. This requirement can be too restrictive in practice, especially when $n$ is small or when $L$ is chosen large. In such situations, our proposed method itself may not be satisfactory, although it is always better than the test method in [13]. Further research may be needed in this direction to overcome this limitation so that the proposed method is widely applicable.

7. Proofs

7.1. Proof of Theorem 3.1

We first present two lemmas. Lemma 7.1 can be derived with some tedious but simple calculation. For Lemma 7.2, we provide a detailed proof.
Lemma 7.1: Assume that $m \to \infty$ and $m/n \to 0$. We have

(a)
\[
\sum_{k=1}^{m} c_k = \frac{1}{2N} \left[ \left( m - \frac{m^2}{2n} + o \left( \frac{m^2}{n} \right) \right) \lambda + \left( m + o(m) \right) \rho \right].
\]

(b)
\[
\sum_{k=1}^{l-1} c_k = \frac{1}{2N} \left[ \left( 4l - \frac{3l^2}{m} + o(l) + O(1) \right) \lambda \\
+ \left( \frac{6nl^2}{m^2} - \frac{6nl^2}{m^2} - \frac{12ln}{m^2} + \frac{4l^3}{m^2} + 9l + \frac{6n}{m} - \frac{12l^2}{m} + o(l) + o \left( \frac{n}{m} \right) \right) \rho \right],
\]
\[1 \leq l \leq m.\]

(c)
\[
\sum_{k=1}^{m} c_k^2 = \frac{1}{4N^2} \left[ \left( 4m - \frac{4m^2}{n} - 12 + o \left( \frac{m^2}{n} \right) + o(1) \right) \lambda^2 \\
+ \left( \frac{12n^2}{m} - 24n + \frac{72n^2}{m^2} + o(n) + o \left( \frac{n^2}{m^2} \right) \right) \rho^2 \\
+ \left( -12n + 20m + \frac{60n}{m} + o(m) + o \left( \frac{n}{m} \right) \lambda \rho \right) \right].
\]

(d)
\[
\sum_{k=1}^{m} kc_k = \frac{1}{2N} \left[ \lambda \left( O(m^2) \right) + \rho \left( O(mn) \right) \right],
\]
\[1 \leq l \leq m.\]

(e)
\[
\sum_{k=1}^{l-1} k^2 c_k = \frac{1}{2N} \left[ \lambda \left( O(l^3) \right) + \rho \left( O(l^3 n/m) \right) \right],
\]
\[1 \leq l \leq m.\]

(f)
\[
\sum_{k=1}^{m} k^2 c_k = \frac{1}{2N} \left[ \lambda \left( O(m^3) \right) + \rho \left( O(m^2 n) \right) \right].
\]
Lemma 7.2: Assume that \( m \to \infty \) and \( m/n \to 0 \). We have

(I)

\[
\text{tr}(D^2) = \frac{1}{4N^2} \left[ \lambda^2 \left( 4nm^2 - \frac{56}{15}m^3 + 8nm + o(m^3) + o(nm) \right) \\
+ \rho^2 \left( \frac{12}{5}n^2m + 24 \frac{n^3}{m} - 60n^2 - \frac{34}{5}nm^2 - 144 \frac{n^3}{m^2} \right) \\
+ o(nm^2) + o(n^2) + o \left( \frac{n^3}{m^2} \right) \\
+ \lambda \rho \left( - \frac{2}{5}nm^2 - 24n^2 + o(nm^2) + o(n^2) \right) \right].
\]

(II)

\[
\text{tr}(\text{diag}(D)^2) = \frac{1}{4N^2} \left[ \lambda^2 \left( 4nm^2 - \frac{56}{15}m^3 + o(m^3) + o(nm) \right) \\
+ \rho^2 \left( \frac{12}{5}n^2m - \frac{34}{5}nm^2 + o(nm^2) + o(n^2) + o \left( \frac{n^3}{m^2} \right) \right) \\
+ \lambda \rho \left( - \frac{2}{5}nm^2 + o(nm^2) \right) \right].
\]

(III)

\[
f^T D^2 f = \frac{1}{4N^2} \left[ \lambda^2 \left( \frac{4}{15}m^3 + o(m^3) \right) \\
+ \rho^2 \left( \frac{12}{5}n^2m + 24n^2 - \frac{14}{5}nm^2 + o(n^2) + o(nm^2) \right) \\
+ \lambda \rho \left( - \frac{2}{5}nm^2 + o(nm^2) \right) \right].
\]

(IV)

\[
f^T D \text{diag}(D) f = O \left( \frac{m^2}{n^2} \right) + O \left( \frac{1}{n^2} \right).
\]

Proof of Lemma 7.2: We first prove (I). Note that

\[
\text{tr}(D^2) = (n - 2m) \left[ \left( \sum_{k=1}^{m} c_k \right)^2 + 2 \sum_{k=1}^{m} c_k^2 \right] \\
+ 2 \sum_{l=1}^{m} \left[ \left( \sum_{k=1}^{m} c_k + \sum_{k=1}^{l-1} c_k \right)^2 + \sum_{k=1}^{m} c_k^2 + \sum_{k=1}^{l-1} c_k^2 \right].
\]
By Lemma 7.1 (a) and (c), we have

\[
\left( \sum_{k=1}^{m} c_k \right)^2 = \frac{1}{4N^2} \left[ \lambda^2 \left( m^2 - \frac{m^3}{n} + o \left( \frac{m^3}{n} \right) \right) + \rho^2 (m^2 + o(m^2)) + \lambda \rho (2m^2 + o(m^2)) \right],
\]

\[
\sum_{k=1}^{m} c_k^2 = \frac{1}{4N^2} \left[ \lambda^2 (4m + o(m)) + \rho^2 \left( \frac{12n^2}{m} - 24n - \frac{72n^2}{m^2} + o(n) + o \left( \frac{n^2}{m^2} \right) \right) \right.
\]
\[
+ \lambda \rho (-12n + o(n)) \right].
\]

This leads to

\[
(n - 2m) \left[ \left( \sum_{k=1}^{m} c_k \right)^2 + 2 \sum_{k=1}^{m} c_k^2 \right]
\]
\[
= \frac{1}{4N^2} \left[ \lambda^2 (4nm^2 - 12m^3 + 8nm + o(m^3) + o(nm)) \right.
\]
\[
+ \rho^2 \left( \frac{24n^3}{m} - 96n^2 - \frac{144n^3}{m^2} + 4nm^2 + o(n^2) + o \left( \frac{n^3}{m^2} \right) + o(nm^2) \right)
\]
\[
+ \lambda \rho (8nm^2 - 24n^2 + o(m^2) + o(n)) \right]. \tag{9}
\]

In addition, by Lemma 7.1 (a), (b) and (c) we have

\[
\sum_{l=1}^{m} \left( \sum_{k=1}^{m} c_k + \sum_{k=1}^{l-1} c_k \right)^2 = \frac{1}{4N^2} \left[ \lambda^2 \left( \frac{62}{15} m^3 + o(m^3) \right) + \lambda \rho \left( -\frac{21}{5} nm^2 + o(nm^2) \right) \right.
\]
\[
+ \rho^2 \left( \frac{6}{5} n^2 m - \frac{27}{5} nm^2 + o(nm^2) + o(n^2) \right) \left. \right] \tag{10}
\]

and

\[
\sum_{l=1}^{m} \left( \sum_{k=1}^{m} c_k^2 + \sum_{k=1}^{l-1} c_k^2 \right) = \frac{1}{4N^2} \left( \lambda^2 O(m^2) + \rho^2 (18n^2 + o(n^2)) + \lambda \rho O(mn) \right). \tag{11}
\]

Now plugging (9)–(11) into (8), we have \( \text{tr}(D^2) \) as shown in (I).
For (II), we have
\[
\text{tr}(\text{diag}(D)^2) = \frac{1}{4N^2} \left[ (n - 2m) \left( 2 \sum_{k=1}^{m} c_k \right)^2 + 2 \sum_{l=1}^{m} \left( \sum_{k=1}^{m} c_k + \sum_{k=1}^{l-1} c_k \right)^2 \right]
\]
\[
= \frac{1}{4N^2} \left[ \lambda^2 \left( 4nm^2 - \frac{56}{15}m^3 + o(m^3) + o(nm) \right) 
+ \rho^2 \left( \frac{12}{5}n^2m - \frac{34}{5}nm^2 + o(nm^2) + o(n^2) + o \left( \frac{n^3}{m^2} \right) \right) 
+ \lambda \rho \left( -\frac{2}{5}nm^2 + o(nm^2) \right) \right]
\]

Now we prove (III). Let \( f_i = f(x_i), g_i = g(x_i), h_i = h(x_i), g_i' = g'(x_i) \) and \( g_i'' = g''(x_i) \). Noting that \( D \) is a symmetric matrix, we have
\[
f^T D f = g^T D^T D g + 2g^T D^T Dh + h^T D^T Dh = p^T p + 2p^T q + q^T q,
\]
where \( p = Dg = (p_1, p_2, \ldots, p_n)^T \) and \( q = Dh = (q_1, q_2, \ldots, q_n)^T \). For \( i \in [m + 1, n - m] \), by Lemma 7.1 (f) we have
\[
p_i = \sum_{k=1}^{m} c_k [(g_i - g_{i-k}) - (g_{i+k} - g_i)]
= -\frac{g_i''}{n^2} \sum_{k=1}^{m} k^2 c_k (1 + o(1))
= \frac{1}{2N} \left[ \lambda \left( O \left( \frac{m^3}{n^2} \right) \right) + \rho \left( O \left( \frac{m^2}{n} \right) \right) \right]
\]
and
\[
q_i = \sum_{k=1}^{m} c_k [(h_i - h_{i-k}) - (h_{i+k} - h_i)]
= \sum_{k=1}^{m} c_k \left[ \psi_j I(x_i - k < t_j \leq x_i) - \psi_{j+1} I(x_i < t_j \leq x_{i+k}) \right].
\]
For \( i \in [1, m] \), by Lemma 7.1 (d), (e) and (f), we have
\[
p_i = \sum_{k=1}^{i-1} c_k (g_i - g_{i-k}) - \sum_{k=1}^{m} c_k (g_{i+k} - g_i)
= -\frac{g_i'}{n} \sum_{k=1}^{m} k c_k (1 + o(1))
= \frac{1}{2N} \left[ \lambda \left( O \left( \frac{m^2}{n} \right) \right) + \rho(O(m)) \right].
Similar, for \( i \in [n - m + 1, n] \), we have

\[
p_i = \frac{1}{2N} \left[ \lambda \left( O \left( \frac{m^2}{n} \right) \right) + \rho(O(m)) \right].
\]

With assumption (5), it is easy to check that \( q_i = 0 \) for \( i \in [1, m] \) or \( [n - m + 1, n] \). Thus we have the following results for \( p_i \) and \( q_i \):

\[
g^T D^2 g = p^T p = \sum_{i=1}^{n} p_i^2 = \frac{1}{4N^2} \left[ \lambda^2 O \left( \frac{m^5}{n^2} \right) + \rho^2 O(m^3) + \lambda \rho O \left( \frac{m^4}{n} \right) \right], \quad (12)
\]

\[
h^T D^2 h = q^T q = \sum_{i=1}^{n} q_i^2 = 2\gamma \sum_{l=1}^{m} \left( \sum_{k=l}^{m} c_k \right)^2, \quad (13)
\]

\[
g^T D^2 h = p^T q = \sum_{i=1}^{n} p_i q_i = \frac{1}{4N^2} \left[ \lambda^2 O \left( \frac{m^4}{n} \right) + \rho^2 O(m^3) + \lambda \rho O \left( \frac{m^4}{n} \right) \right]. \quad (14)
\]

Note also that

\[
\sum_{l=1}^{m} \left( \sum_{k=l}^{m} c_k \right)^2 = \frac{1}{4N^2} \left[ \lambda^2 \left( \frac{2}{15} m^3 + o(m^3) \right) + \lambda \rho \left( -\frac{1}{5} nm^2 + o(nm^2) \right) \right.
\]

\[
+ \rho^2 \left( \frac{6}{5} n^2 m + 12n^2 - \frac{7}{5} nm^2 + o(n^2) + o(nm^2) \right) \right].
\]

Therefore, by Equations (12)–(14), we have (III).

For (IV), it is an immediate result from Lemma 7.1 (a), Equations (12) and (13). This finishes the proof of Lemma 7.2. \( \square \)

**Proof of Theorem 3.1**: By Lemma 7.2, we have the variance of \( \hat{\theta}_{\text{new}}(\lambda, \rho) \) as

\[
\text{var}\left[ \hat{\theta}_{\text{new}}(\lambda, \rho) \right] = \left( \text{var}(\varepsilon^2) - 2\sigma^4 \text{tr}(\text{diag}(D^2)) + 2\sigma^4 \text{tr}(D^2) + 4\sigma^2 f^T D^2 f + 4\sigma^3 \mu_3 (f^T D \text{diag}(D) 1) \right)
\]

\[
= \lambda^2 \left[ \frac{1}{n} \text{var}(\varepsilon^2) + \frac{m}{15n^2} \text{var}(\varepsilon^2) + \frac{4}{nm} \sigma^4 + \frac{4m}{15n^2} \sigma^2 \gamma + o \left( \frac{1}{nm} \right) + o \left( \frac{m}{n^2} \right) \right]
\]

\[
+ \rho^2 \left[ \left( \frac{3}{5m} - \frac{11}{10n} \right) \text{var}(\varepsilon^2) + \left( \frac{12n}{m^3} - \frac{18}{m^2} - \frac{72n}{m^4} \right) \right] \sigma^4
\]

\[
+ \left( \frac{12}{5m} + \frac{24}{m^2} - \frac{2}{5n} \right) \sigma^2 \gamma + o \left( \frac{1}{n} \right) + o \left( \frac{1}{m^2} \right) + o \left( \frac{1}{m^4} \right)
\]

\[
+ \lambda \rho \left[ -\frac{1}{10n} \text{var}(\varepsilon^2) - \frac{2}{5n} \sigma^2 \gamma - \frac{12}{m^2} \sigma^4 + o \left( \frac{1}{n} \right) + o \left( \frac{1}{m^2} \right) \right].
\]
Since $\lambda$ and $\rho$ are arbitrary, $\text{var}(\hat{\theta}_1)$ and $\text{var}(\hat{\theta}_2)$ can be derived directly from the above result. Using the conditions in Theorem 3.1, we have

$$
\text{var}(\hat{\theta}_{\text{new},1}) = \frac{1}{n} \text{var}(\varepsilon^2) + \frac{m}{15n^2} \text{var}(\varepsilon^2) + \frac{4m}{15n^2} \sigma^2 \gamma + o\left(\frac{m}{n^2}\right),
$$

(15)

$$
\text{var}(\hat{\theta}_{\text{new},2}) = \frac{3}{5m} \text{var}(\varepsilon^2) + \frac{12}{5m} \sigma^2 \gamma + o\left(\frac{1}{m}\right).
$$

(16)

Simple calculation shows that

$$
\sum_{k=1}^{m} k^2a_nw_k = -\frac{1}{6} m^2(1 + o(1)), \quad \sum_{k=1}^{m} k^2b_nw_k = nm(1 + o(1))
$$

and

$$
\sum_{k=1}^{m} a_nw_k = 1, \quad \sum_{k=1}^{m} b_nw_k = 0, \quad \sum_{k=1}^{m} kaw_k = 0, \quad \sum_{k=1}^{m} kb_nw_k = 1.
$$

This leads to the biases of $\hat{\theta}_{\text{new},1}$ and $\hat{\theta}_{\text{new},2}$ as

$$
E(\hat{\theta}_{\text{new},1}) = \sum_{k=1}^{m} a_nw_k E(s_k) = \sum_{k=1}^{m} a_nw_k \left( \theta_1 + \frac{k}{(n-k)} \theta_2 + \frac{k^2}{2n^2} \delta + o\left(\frac{k^2}{n^2}\right) \right)
$$

$$
= \theta_1 + \left[ \delta \sum_{k=1}^{m} \frac{k^2a_nw_k}{2n^2} \right] (1 + o(1))
$$

$$
= \theta_1 - \frac{m^2}{12n^2} \delta + o\left(\frac{m^2}{n^2}\right)
$$

(17)

and

$$
E(\hat{\theta}_{\text{new},2}) = \sum_{k=1}^{m} b_nw_k E(s_k) = \sum_{k=1}^{m} b_nw_k \left( \theta_1 + \frac{k}{(n-k)} \theta_2 + \frac{k^2}{2n^2} \delta + o\left(\frac{k^2}{n^2}\right) \right)
$$

$$
= \theta_2 + \left[ \delta \sum_{k=1}^{m} \frac{k^2b_nw_k}{2n^2} \right] (1 + o(1))
$$

$$
= \theta_2 + \frac{m}{2n} \delta + o\left(\frac{m}{n}\right).
$$

(18)

Finally, by Equations (15)–(18), we can derive the MSEs of $\hat{\sigma}_{\text{new}}^2$ and $\hat{\gamma}_{\text{new}}$ as in Theorem 3.1. The derivation of MSEs for $\hat{\sigma}_{\text{MS}}^2$ and $\hat{\gamma}_{\text{MS}}$ is similar and so is omitted. ■

**7.2. Proof of Theorem 3.2**

For simplicity, we give the proof for the case $\gamma = 0$ only as in [13]. The proof for the case $\gamma \neq 0$ is similar and so is omitted. To derive the asymptotic normality for $(\hat{\theta}_{\text{new},1}, \hat{\theta}_{\text{new},2})^T$, ...
by the Cramér–Wold device it is sufficient to show that for any pair of \((\lambda, \rho) \in \mathbb{R}^2\), the following \(X_n\) is asymptotically normal:

\[
X_n = \lambda \sqrt{n}(\hat{\theta}_{\text{new},1} - E(\hat{\theta}_{\text{new},1})) + \rho \sqrt{m}(\hat{\theta}_{\text{new},2} - E(\hat{\theta}_{\text{new},2})).
\]

Let \(\alpha_k = w_k a_k\) and \(\beta_k = w_k b_k\) for \(1 \leq k \leq m\). We rewrite \(X_n\) as follows:

\[
X_n = \lambda \sqrt{n} \left( \sum_{k=1}^{m} \alpha_k s_k - \theta_1 + O \left( \frac{m^2}{n^2} \right) \right) + \rho \sqrt{m} \left( \sum_{k=1}^{m} \beta_k s_k + O \left( \frac{m}{n} \right) \right)
\]

\[
= \sum_{k=1}^{m} (\lambda \sqrt{n} \alpha_k + \rho \sqrt{m} \beta_k) s_k - \lambda \sqrt{n} \theta_2 + \lambda \sqrt{n} \alpha_2 + O(m^{3/2}/n)
\]

\[
= \sum_{k=1}^{m} (\lambda \sqrt{n} \alpha_k + \rho \sqrt{m} \beta_k) (s_k - \sigma^2) + O(m^{3/2}/n)
\]

\[
= \sum_{k=1}^{m} \omega_{k,n} \eta_k + O(m^{3/2}/n),
\]

where \(\omega_{k,n} = (\lambda \sqrt{n} \alpha_k + \rho \sqrt{m} \beta_k)\) and \(\eta_k = s_k - \sigma^2\). For \(\omega_{k,n}\), it is easy to show that

\[
\sum_{k=1}^{m} \omega_{k,n} \sim \lambda \sqrt{n} \quad \text{and} \quad \sum_{k=1}^{m} \omega_{k,n}^2 = O \left( \frac{n^2}{m^2} \right).
\]

For \(\eta_k\), we divide it into two parts: \(\eta_k = \tilde{\eta}_{k,n} + r_{k,n}\), where

\[
\tilde{\eta}_{k,n} = \frac{1}{2(n-k)} \sum_{i=1}^{n-k} [(\varepsilon_{i+k} - \varepsilon_i)^2 - 2\sigma^2],
\]

\[
r_{k,n} = \frac{1}{2(n-k)} \sum_{i=1}^{n-k} [(g_{i+k} - g_i)^2 + 2(g_{i+k} - g_i)(\varepsilon_{i+k} - \varepsilon_i)].
\]

It is easy to check that

\[
E \left( \sum_{k=1}^{m} \omega_{k,n} r_{k,n} \right) = O(m^{3/2}/n) \to 0. \quad (19)
\]

In addition, we have

\[
\text{cov}(r_{k,n}, r_{l,n}) = \frac{1}{4(n-k)(n-l)} \sum_{i=1}^{n-k} \sum_{j=1}^{n-l} (g_{i+k} - g_i) (g_{j+l} - g_j) \text{cov}(\varepsilon_{i+k} - \varepsilon_i, \varepsilon_{j+l} - \varepsilon_j)
\]

\[
= O \left( \frac{m^3}{n^2} \right) \frac{(n^2)}{4(n-k)(n-l)}
\]

\[
= O \left( \frac{m^3}{n^4} \right).
\]
Therefore,
\[
\text{var} \left( \sum_{k=1}^{m} \omega_{k,n} r_{k,n} \right) = \sum_{k,l=1}^{m} \omega_{k,n} \omega_{l,n} \text{cov}(r_{k,n}, r_{l,n}) = O \left( \frac{m^3}{n^4} \right) \sum_{k,l=1}^{m} |\omega_{k,n} \omega_{l,n}| = o(1). \tag{20}
\]

Define \( \tilde{X}_n = \sum_{k=1}^{m} \omega_{k,n} \tilde{r}_{k,n} \). By Equations (19) and (20), we have
\[
E(\tilde{X}_n - X_n)^2 = E \left( \sum_{k=1}^{m} \omega_{k,n} r_{k,n} \right)^2 = \text{var} \left( \sum_{k=1}^{m} \omega_{k,n} r_{k,n} \right) + \left[ E \left( \sum_{k=1}^{m} \omega_{k,n} r_{k,n} \right) \right]^2 \to 0.
\]

This shows that \( X_n \) and \( \tilde{X}_n \) are asymptotically equivalent to each other. Now to derive the asymptotic normality of \( \tilde{X}_n \), we introduce a further simplified statistic \( \hat{T}_n \). Specifically,
\[
\hat{T}_n = \sum_{\mu=1}^{n} E(\tilde{X}_n | \varepsilon_{\mu}).
\]

By Lemma 7.4 as described below, we know that \( \tilde{X}_n \) and \( \hat{T}_n \) are also asymptotically equivalent to each other. Then by Lemma 7.5 and together with the Cramér–Wold device, we have
\[
\left( \frac{\sqrt{n}(\hat{\theta}_{\text{new,1}} - \theta_1)}{\sqrt{m}(\hat{\theta}_{\text{new,2}} - \theta_2)} \right) \xrightarrow{D} N \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} \mu_4 - \sigma^4 & 1 \\ 0 & 3/5 \end{pmatrix} \right) \quad \text{as } n \to \infty.
\]

Finally, noting that \( \hat{\sigma}^2_{\text{new}} = \hat{\theta}_{\text{new,1}} \) and \( \gamma_{\text{new}} = 2\hat{\theta}_{\text{new,2}} \), the proof of Theorem 3.2 is finished.

**Lemma 7.3:** Let \( c_{v,n} = \sum_{k=1}^{v-1} \omega_{k,n} / (n - k) \). Assume that \( m \to \infty \) and \( m/n \to 0 \). Then for \( 1 \leq v \leq m \), we have

(i) \( c_{m+1,n} = \lambda / \sqrt{n}(1 + o(1)) \).

(ii) \( \sum_{v=1}^{m} c_{v,n} = \lambda m / \sqrt{n}(1 + o(1)) - \rho \sqrt{m}(1 + o(1)) \).

(iii) \( c_{v,n} = \lambda \sqrt{n}(v - 1)(4m - 3v) \left( \frac{1}{nm^2} - \frac{\rho \sqrt{m} \gamma_{\text{new}}}{m^3} \right) (1 + o(1)) \).

(iv) \( \sum_{v=1}^{m} c_{v,n}^2 = \frac{6}{5} \rho^2 (1 + o(1)) \).

(v) \( \max_{1 \leq v \leq m} |c_{v,n}| = O(m^{-1/2}) \).
Proof of Lemma 7.3: This lemma can be readily achieved by Lemma 7.1 and the following four identities:

\[
\sum_{k=1}^{v-1} \frac{\alpha_k}{n-k} = \frac{v-1}{mn} (1 + o(1)) - \frac{m}{2n} \frac{6(v-1)(v-m)}{m^3} (1 + o(1)) = \frac{(v-1)(4m-3v)}{nm^2} (1 + o(1))
\]

and

\[
\sum_{k=1}^{v-1} \frac{\beta_k}{n-k} = \frac{1}{N(\sum_{k=1}^{m} w_k d_k^2 - d_w^2)} \left[ \frac{(v-1)^2}{2n} (1 + o(1)) - \frac{m(v-1)}{2n} (1 + o(1)) \right] = \frac{6(v-1)(v-m)}{m^3} (1 + o(1))
\]

and

\[
\sum_{v=1}^{m} c_{v,n} = \lambda \sqrt{n} \sum_{v=1}^{m} \sum_{k=1}^{v-1} \frac{\alpha_k}{n-k} + \rho \sqrt{m} \sum_{v=1}^{m} \sum_{k=1}^{v-1} \frac{\beta_k}{n-k} = \frac{\lambda \sqrt{n m^3}}{nm^2} (2 - 1) (1 + o(1)) + \frac{6 \rho \sqrt{m n m^3}}{m^3} \left( \frac{1}{3} - \frac{1}{2} \right) (1 + o(1)) = \lambda m / \sqrt{n} (1 + o(1)) - \rho \sqrt{m} (1 + o(1))
\]

and

\[
\sum_{v=1}^{m} c_{v,n}^2 = \sum_{v=1}^{m} \left( \lambda \sqrt{n} \sum_{k=1}^{v-1} \frac{\alpha_k}{n-k} + \rho \sqrt{m} \sum_{k=1}^{v-1} \frac{\beta_k}{n-k} \right)^2 = \sum_{v=1}^{m} \left( \lambda^2 n \left( \sum_{k=1}^{v-1} \frac{\alpha_k}{n-k} \right)^2 + \rho^2 m \left( \sum_{k=1}^{v-1} \frac{\beta_k}{n-k} \right)^2 \right) + 2 \lambda \rho \sqrt{m n} \left( \sum_{k=1}^{v-1} \frac{\alpha_k}{n-k} \right) \left( \sum_{k=1}^{v-1} \frac{\beta_k}{n-k} \right) = \frac{6}{5} \rho^2 (1 + o(1)).
\]

Lemma 7.4: For \( \hat{T}_n \) and \( \tilde{X}_n \), we have

\[
E(\hat{T}_n - \tilde{X}_n)^2 \to 0 \quad \text{as} \quad n \to \infty.
\]
Proof of Lemma 7.4: Note that $E(\hat{T}_n) = E(\tilde{X}_n) = 0$ and $\text{var}(\hat{T}_n) \sim \text{var}(\tilde{X}_n) = O(1)$. We have

$$E(\hat{T}_n - \tilde{X}_n)^2 = E(\hat{T}_n^2) + E(\tilde{X}_n^2) - 2E(\hat{T}_n \tilde{X}_n) \sim 2[\text{var}(\hat{T}_n) - E(\hat{T}_n \tilde{X}_n)].$$

For ease of notation, let $s^2_\mu = \varepsilon^2_\mu - \sigma^2$. We then rewrite $\hat{T}_n$ as follows:

$$\hat{T}_n = \sum_{\mu=1}^{n-m} \sum_{k=1}^{m} \frac{\omega_{k,\mu}}{2(n-k)} \sum_{i=1}^{n-k} E[(\varepsilon_{i+k} - \varepsilon_i)^2 - 2\sigma^2 | \varepsilon_\mu]$$

$$= \sum_{\mu=1}^{n-m} \sum_{k=1}^{m} \omega_{k,\mu} \frac{\omega_{k,\mu}}{2(n-k)} \sum_{i=1}^{n-k} (\delta_{i+k,\mu} + \delta_{i,\mu}) s^2_\mu$$

$$= \sum_{\mu=m+1}^{n} \left[ \sum_{k=1}^{m} \frac{\omega_{k,\mu}}{n-k} \right] s^2_\mu + \sum_{\mu=1}^{n-m} \left[ \sum_{k=1}^{\mu-1} \frac{\omega_{k,\mu}}{n-k} + \sum_{k=\mu+1}^{n} \frac{\omega_{k,\mu}}{2(n-k)} \right] s^2_\mu$$

$$= cm_{m+1,n} \sum_{\mu=m+1}^{n-m} s^2_\mu + \frac{1}{2} \sum_{\mu=1}^{m} (cm_{m+1,n} + cm_{m,n}) s^2_\mu + \frac{1}{2} \sum_{\mu=1}^{m} (cm_{m+1,n} + cm_{m,n}) s^2_{n-k+1}$$

$$= cm_{m+1,n} \sum_{\mu=m+1}^{n-m} s^2_\mu + \frac{1}{2} \sum_{\mu=1}^{m} cm_{m,n} (s^2_\mu + s^2_{n-k+1}) + \frac{cm_{m+1,n}}{2} \sum_{\mu=1}^{m} (s^2_\mu + s^2_{n-k+1}). \quad (21)$$

For $\hat{T}_n \tilde{X}_n$, with Equation (21), we have

$$E(\hat{T}_n \tilde{X}_n) = E \left[ \left( cm_{m+1,n} \sum_{\mu=m+1}^{n-m} s^2_\mu + \frac{1}{2} \sum_{\mu=1}^{m} cm_{m,n} (s^2_\mu + s^2_{n-k+1}) \right) \tilde{X}_n \right]$$

$$= cm_{m+1,n} \sum_{\mu=m+1}^{n-m} E(s^2_\mu \tilde{X}_n) + \frac{1}{2} \sum_{\mu=1}^{m} cm_{m,n} [E(s^2_\mu \tilde{X}_n) + E(s^2_{n-k+1} \tilde{X}_n)]$$

$$+ \frac{cm_{m+1,n}}{2} \sum_{\mu=1}^{m} [E(s^2_\mu \tilde{X}_n) + E(s^2_{n-k+1} \tilde{X}_n)].$$
Note that
\[
E(s^2_{\mu \widehat{X}_n}) = E(s^2_{\mu}) \sum_{k=1}^{m} \frac{\omega_{k,n}}{2(n-k)} \sum_{i=1}^{n-k} [(\varepsilon_{i+k} - \varepsilon_i)^2 - 2\sigma^2]
\]
\[
= \sum_{k=1}^{m} \frac{\omega_{k,n}}{2(n-k)} \sum_{i=1}^{n-k} E(s^2_{\mu}(\varepsilon_{i+k} - \varepsilon_i)^2)
\]
\[
= (\mu_4 - \sigma^4) \sum_{k=1}^{m} \frac{\omega_{k,n}}{2(n-k)} \sum_{i=1}^{n-k} (\delta_{\mu,i} + \delta_{\mu,i+k}).
\]

For \(m + 1 \leq \mu \leq n - m\),
\[
E(s^2_{\mu \widehat{X}_n}) = c_{m+1,n}(\mu_4 - \sigma^4).
\]

For \(1 \leq \mu \leq m\) or \(n - m + 1 \leq \mu \leq n\),
\[
E(s^2_{\mu \widehat{X}_n}) = \frac{1}{2}(c_{m+1,n} + c_{\mu,n})(\mu_4 - \sigma^4).
\]

Hence by Lemma 7.3,
\[
E(\hat{T}_n \widehat{X}_n) = c_{m+1,n} \sum_{\mu=m+1}^{n-m} E(s^2_{\mu \widehat{X}_n}) + \frac{1}{2} \sum_{\mu=1}^{m} c_{\mu,n}[E(s^2_{\mu \widehat{X}_n}) + E(s^2_{n-\mu+1 \widehat{X}_n})]
\]
\[
+ \frac{c_{m+1,n}}{2} \sum_{\mu=1}^{m} [E(s^2_{\mu \widehat{X}_n}) + E(s^2_{n-\mu+1 \widehat{X}_n})]
\]
\[
= (\mu_4 - \sigma^4) \left[ (n - 2m)c_{m+1,n}^2 + \frac{1}{2} \sum_{\mu=1}^{m} c_{\mu,n}^2 + c_{m+1,n} \sum_{\mu=1}^{m} c_{\mu,n} + \frac{m}{2} c_{m+1,n}^2 \right]
\]
\[
\sim (\mu_4 - \sigma^4) \left( \lambda^2 + \frac{3}{5} \rho^2 \right)
\]
\[
\sim \text{var}(\hat{T}_n).
\]

This shows that \(E(\hat{T}_n \widehat{X}_n) \sim \text{var}(\hat{T}_n)\) and so proves Lemma 7.4.

**Lemma 7.5:** Assume that condition (5) holds, \(m \to \infty\) and \(L = m = n^r\) for \(1/2 < r < 2/3\). For \(\hat{T}_n\), we have
\[
\hat{T}_n \overset{D}{\to} N(0, \lambda^2 (\mu_4 - \sigma^4) + \frac{3}{5} \rho^2 (\mu_4 - \sigma^4)) \quad \text{as } n \to \infty.
\]
Proof of Lemma 7.5: For \( \hat{T}_n \), we apply the following notations for ease of presentation:

\[
\hat{T}_n = c_{m+1,n} \sum_{\mu=m+1}^{n-m} s_{\mu}^2 + \frac{1}{2} \sum_{\mu=1}^{m} c_{\mu,n} (s_{\mu}^2 + s_{n-\mu+1}^2) + \frac{c_{m+1,n}}{2} \sum_{\mu=1}^{m} (s_{\mu}^2 + s_{n-\mu+1}^2)
\]

\[
= P_{1,n} + P_{2,n} + P_{3,n}.
\]

For \( P_{1,n} \), by the central limit theorem and Lemma 7.3 (i), we have

\[
P_{1,n} \xrightarrow{D} N(0, \lambda^2 (\mu_4 - \sigma^4)).
\]

For \( P_{2,n} \), we have the following fact,

\[
\max_{1 \leq v \leq m} \{|c_{v,n}|\} = O(m^{-1/2}) \to 0.
\]

This implies that \( \{c_{\mu,n} s_{\mu}^2\} \) satisfy Lindeberg’s condition [1]. Thus,

\[
\sum_{\mu=1}^{m} c_{\mu,n} s_{\mu}^2 / ((\mu_4 - \sigma^4)^{1/2}) \xrightarrow{D} N(0, 1).
\]

Note that \( \sum_{v=1}^{m} c_{v,n} \to 6 \rho^2 / 5. \) We have

\[
\frac{1}{2} \sum_{\mu=1}^{m} c_{\mu,n} s_{\mu}^2 \xrightarrow{D} N\left(0, \frac{3}{10} \rho^2 (\mu_4 - \sigma^4)\right).
\]

By the same procedure, we have

\[
\frac{1}{2} \sum_{\mu=1}^{m} c_{\mu,n} s_{n-\mu+1}^2 \xrightarrow{D} N\left(0, \frac{3}{10} \rho^2 (\mu_4 - \sigma^4)\right).
\]

For \( P_{3,n} \), we have

\[
\text{Var}(P_{3,n}) = \frac{1}{2} m c_{m+1,n}^2 (\mu_4 - \sigma^4) = O\left(\frac{m}{n}\right) \to 0.
\]

Finally, by Slutsky’s theorem and the fact that \( P_{1,n}, P_{2,n} \) and \( P_{3,n} \) are independent of each other, we have

\[
\hat{T}_n \xrightarrow{D} N(0, \lambda^2 (\mu_4 - \sigma^4) + \frac{3}{5} \rho^2 (\mu_4 - \sigma^4)).
\]
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