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Abstract

A simple moving mesh method is proposed for solving phase-field equations. The numerical strategy is based on
the approach proposed in Li et al. [J. Comput. Phys. 170 (2001) 562–588] to separate the mesh-moving and PDE
evolution. The phase-field equations are discretized by a finite-volume method, and the mesh-moving part is realized
by solving the conventional Euler–Lagrange equations with the standard gradient-based monitors. Numerical results
demonstrate the accuracy and effectiveness of the proposed algorithm.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Numerical study of free boundaries can be grouped broadly into two categories. One is to solve
sharp-interface problems in which one or more variables (or their derivatives) are typically discontinuous
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across an interface, and the other is to solve a system of parabolic equations in which the interface is
specified by a level set of one of the variables. The later approach, also called phase field approach, has
two appealing features: (i) a broad spectrum of distinct problems that can be studied by means of a single
set of equations, and (ii) the interface in these problems does not need to be tracked explicitly.

Most numerical methods used to solve the phase-field equations have used stationary uniform meshes,
see, e.g., [11,12,16,28]. However, it is important that the diffused interface is well resolved if the correct
dynamics are to be reproduced. As the phase interface moves in time it is clear that an efficient numerical
approach must involve some form of mesh adaptivity. There have been two approaches in doing this. One
is to use the local mesh refinement method, i.e. h-method, see, e.g., [7,22–24]. The other is to use moving
mesh methods which are simpler in coding and require less complicated data structures than the local
mesh refinement methods. The moving mesh methods involve the solution of the underlying PDE in con-
junction with a so-called moving mesh PDE for the mesh itself. The methods keep the total number of grid
points unchanged, and can cluster more grid points to areas with singularities or large solution gradients,
see, e.g., [5,25]. The moving mesh methods have been proven very useful for time-dependent problems
with localized singularities. The basic idea of moving mesh method is to construct a transformation from
a logical domain (or called computational domain) to the physical domain. A fixed mesh is given on
the logical domain, and the transformation is realized by solving moving mesh PDEs or minimization
problems for a mesh functional, see, e.g., [1,8,15,18,29]. Recently, Mackenzie and Robertson [19] have
developed a simple moving mesh strategy for interface propagation problems. They also developed a
moving mesh method for one-dimensional phase-change problems modeled by the phase-field equations
[20]. The computational mesh is obtained by equidistributing a monitor function tailored for the func-
tional variation of the phase field in the interfacial region. Existence and uniqueness of the discretized
equations using a moving mesh are also established. Their numerical algorithms are relatively simple
and are shown to be far more efficient than fixed grid methods. In a recent work, Becket, Mackenzie
et al. [2] developed a moving finite element method for the solution of the two-dimensional phase-field
equations.

The objective of this work is to develop a simple moving mesh method for solving one- and two-
dimensional phase-field equations. Our approach is based on the strategy proposed in [17] by decoupling
the mesh motion and the PDE evolution. This approach requires using an interpolation to transform the
information from the old mesh to the new mesh. In 1D, at each time level we first solve the problem in the
physical space. The mesh is then redistributed based on the resulting solutions, and a conservative type
interpolation is used to transfer the solution information from the old mesh to the new mesh. In 2D, we first
transform the governing equations into the computational domain by a local (time-independent) mapping.
The mapping will be obtained by using the moving mesh approach, namely solving the Euler–Lagrange
equations involving monitor functions. This approach allows fast solution solvers such as multi-grid
methods to solve the resulting nonlinear system (the phase-field equations have to be solved using implicit
schemes). Again, solution interpolations have to be used so that time-independent mappings at each time
can be used.

This paper is organized as follows: In the next section we describe the phase-field models in 1D and the
corresponding moving mesh methods. In Section 3, the 2D problems and the moving mesh methods will
be described. Numerical results for 1D and 2D problems are included in Sections 2 and 3, respectively.
Some conclusion remarks will be made in the final section.
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2. One-dimensional phase-field problems

The modified Stefan model describes a heat conduction problem and the evolution of a sharp interface
�(t) within a domain � ⊂ Rd . The objective is to find a temperature field u(x, t) and a co-dimension one
interface �(t) ⊂ � that solves the nondimensionalized equations

�u

�t
=K�u, x ∈ �\�(t), (2.1a)

Lv =−K[∇u]+−, x ∈ �(t), (2.1b)

u=− �

�s
(�+ �v), x ∈ �(t). (2.1c)

Eqs. (2.1a) and (2.1b) describe the diffusion of heat within the domain and the release of latent heat across
the phase-change interface. Here L is the latent heat per unit mass, K is the thermal diffusivity, v is the nor-
mal velocity of the interface, and [∇u]+− is the jump in the normal component of the temperature gradient
at the interface. Surface tension and undercooling effects are modeled by the extended Gibbs–Thompson
relation (2.1c). The parameter � is the surface tension, � denotes a kinetic undercooling coefficient, �s is
the entropy difference between the two phases (and will be set to 4 within the normalization we use), and
� is the sum of the principal curvatures at a point of the interface. The classical Stefan model is obtained
from (2.1) by setting �= 0.

Numerical approaches for solving (2.1) require some form of front tracking to determine the curvature
on the interface. An alternative is to use a so-called diffuse interface model that implicitly defines the
position of the interface. The phase-field equations are derived using the idea of a phase order parameter
p and Landau–Ginzburg theory. A free energy functional F is constructed in terms of the phase order
parameter and other thermodynamic variables. For example,

F(p, u)=
∫

�

[
1

2
�2(∇p)2 + f (p, u)

]
dx, (2.2)

where � is a length scale and f (p, u) is a free energy density. Various choices of the precise choice of f
have been suggested, the most studied of which is the Caginalp potential [11]:

f (p, u)= 1

8a
(p2 − 1)2 − 2up. (2.3)

Both parameters � and a are length scales related to the macroscopic physics. In particular, the surface
tension � and the interfacial thickness � are related by

�= 2
3 �/a = 2

3�/
√

a and �= �
√

a. (2.4)

A kinetic equation for the phase field is obtained by requiring that F monotonically decreases in time.
The simplest choice of this requirement leads to the phase-field equation

��2 �p

�t
=−�F

�p
, (2.5)
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where ��2 is a relaxation time. Direct calculation from the above equation gives

��2 �p

�t
= �2�p − 1

2a
(p3 − p)+ 2u. (2.6)

The phase equation is conjoined with the heat equation, modified to take into account the liberation of
latent heat by the inclusion of an appropriate source term:

�u

�t
+ L

2

�p

�t
=K�u. (2.7)

In the rest of this paper we will only consider the Caginalp free energy density, although the numerical
approach proposed in this work can be applied to other model potentials formulations.

2.1. 1D PDE solvers

Let x and 	 denote the physical and computational coordinates, respectively, which are (without loss
of generality) assumed to be in [a, b] and [0, 1], respectively. A one-to-one coordinate transformation is
denoted by x = x(	), 	 ∈ [0, 1] together with x(0) = a, x(1) = b. It is assumed that we already have a
partition a = x0 < x1 < · · ·< xN = b in the physical domain and denote

xj+ 1
2
= 1

2 (xj + xj+1), Ij+ 1
2
= [xj , xj+1],

uj+ 1
2
= 1

|Ij+ 1
2
|
∫

I
j+ 1

2

u(x) dx, pj+ 1
2
= 1

|Ij+ 1
2
|
∫

I
j+ 1

2

p(x) dx.

Integrating Eqs. (2.6)–(2.7) over the cell Ij+ 1
2
× [tn, tn+1] and using implicit time-discretization lead to

the following numerical scheme:

��2
pn+1

j+ 1
2
− pn

j+ 1
2

�tn
= 2�2

hn
j

⎛⎝pn+1
j+ 3

2
− pn+1

j+ 1
2

hn
j + hn

j+1
−

pn+1
j+ 1

2
− pn+1

j− 1
2

hn
j−1 + hn

j

⎞⎠
− 1

2a
[(pn+1

j+ 1
2
)3 − pn+1

j+ 1
2
] + 2un

j+ 1
2
, (2.8a)

un+1
j+ 1

2
− un

j+ 1
2

�tn
+ L

2

pn+1
j+ 1

2
− pn

j+ 1
2

�tn
= 2K

hn
j

⎛⎝un+1
j+ 3

2
− un+1

j+ 1
2

hn
j + hn

j+1
−

un+1
j+ 1

2
− un+1

j− 1
2

hn
j−1 + hn

j

⎞⎠ , (2.8b)

where �tn= tn+1− tn and hn
j =xn

j+1−xn
j . Note that the temperature term in (2.8a) are treated explicitly,

whereas all other terms are treated implicitly. The resulting nonlinear equations will be solved by the
Newton iteration method. If we denote

un = (un
1
2
, un

3
2
, . . . , un

N− 1
2
)T, pn = (pn

1
2
, pn

3
2
, . . . , pn

N− 1
2
)T, (2.9)

then (2.8a) can be written in the form

H(pn+1) := Apn+1 + 
(pn+1)= 0, (2.10)
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where the tridiagonal matrix A is given by

Aj,j−1 =− 2�2�tn

hn
j (h

n
j−1 + hn

j )
, Aj,j+1 =− 2�2�tn

hn
j (h

n
j + hn

j+1)
, (2.11a)

Aj,j = ��2 + 2�2�tn

hn
j

(
1

hn
j−1 + hn

j

+ 1

hn
j + hn

j+1

)
− �tn

2a
(2.11b)

and the vector 
 is defined by


j (p
n+1)= �tn

2a
(pn+1

j+ 1
2
)3 − ��2pn

j+ 1
2
− 2�tnun

j+ 1
2
. (2.12)

The nonlinear system (2.10)–(2.12) is solved using Newton’s method:

�H

�p

∣∣∣∣
p=pn+1,s

(pn+1,s+1 − pn+1,s)=−H(pn+1,s),

where the initial guess is set to be p
n+1,0
j+ 1

2
= pn

j+ 1
2
. For s = 0, 1, . . . , we obtain a linear algebraic system

whose jth equation (1�j �N − 1) is given by

j+1∑
l=j−1

Ajlp
n+1,s+1
l+ 1

2
+ 3�tn

2a
(p

n+1,s

j+ 1
2

)2p
n+1,s+1
j+ 1

2
= �tn

a
(p

n+1,s

j+ 1
2

)3 + ��2pn

j+ 1
2
+ 2�tnun

j+ 1
2
.

Denoting G=�H/�p|p=pn+1,s , Q=�H/�p|p=pn+1,s ·pn+1,s−H(pn+1,s), we can write the linear algebraic
system in the following simple form:

Gpn+1,s+1 =Q, (2.13)

where the tridiagonal matrix G and the vector Q are given by

Gj,j−1 = Aj,j−1, Gj,j = Aj,j + 3�tn

2a
(p

n+1,s

j+ 1
2

)2, (2.14a)

Gj,j+1 = Aj,j+1, Qj = �tn

a
(p

n+1,s

j+ 1
2

)3 + ��2pn

j+ 1
2
+ 2�tnun

j+ 1
2
. (2.14b)

The outer Newton iteration is performed until the tolerance of 10−12 is reached.
After obtaining pn+1 from (2.8a), we solve (2.8b) by solving the following linear system:

Cun+1 = bn+1, (2.15)

where the tridiagonal matrix C and the vector b are given by

Cj,j−1 =− 2K�tn

hn
j (h

n
j−1 + hn

j )
, Cj,j = 1+ 2K�tn

hn
j

(
1

hn
j−1 + hn

j

+ 1

hn
j + hn

j+1

)
, (2.16a)

Cj,j+1 =− 2K�tn

hn
j (h

n
j + hn

j+1)
, bn+1

j = un

j+ 1
2
− L

2
(pn+1

j+ 1
2
− pn

j+ 1
2
). (2.16b)
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2.2. Moving mesh methods

The basic idea of the moving mesh method is to relocate grid points in a mesh having a fixed number
of nodes in such a way that the nodes remain concentrated in regions of rapid variation of the solution.
The principle ingredient of the moving mesh methods is the so-called equidistribution principle proposed
by de Boor [4]. In 1D, it involves selecting mesh points such that some measure of the solution such as
arclength or computed error is equalized over each subinterval. This measure is often connected to an
indicator function called monitor function. It is very important to choose a suitable monitor function,
otherwise satisfactory adaptations cannot be obtained no matter how good a moving mesh algorithm is.

Having the numerical (2.8), we can advance the numerical solution one time step to t = tn+1. Then the
following strategy is used to do the grid restructuring [30]:

(a): Solve the mesh redistributing equation (a generalized Laplacian equation) by one Gauss–Seidel
iteration, to get x(k),n;

(b): Interpolate the approximate solutions on the new grid x(k),n;
(c): Obtain a weighted average of the locally calculated monitor at each computational cell and the

surrounding monitor values;
(d): The iteration procedure (a)–(c) on grid-motion and solution-interpolation is continued until there is

no significant change in calculated new grids from one iteration to the next.

In 1D, the mesh generation equation in part (a) above is based on the standard equidistribution principle:

(�x	)	 = 0, 	 ∈ [0, 1], (2.17)

where the function � is the monitor function which in general depends on the underlying solution to be
adapted and is an indicator of the degree of singularity. In this work, it is known that the phase solution
p has large solution variation in very small regions of the solution domain. Therefore, it is natural to use
p as the control function in the monitor function �, see, e.g., (2.22).

Eq. (2.17) is solved in the computational domain [0, 1] with a uniform mesh. The solution-updating
in part b above is given as follows. After obtaining the new mesh {x̃j } from (2.17), we need to update
the numerical solution on the new points x̃j+ 1

2
= (x̃j + x̃j+1)/2. We use a second-order interpolation

formula proposed in [27], which is conservative and does not increase the total variation:

�x̃j+ 1
2
ũj+ 1

2
= �xj+ 1

2
uj+ 1

2
− ((cu)j+1 − (cu)j ), (2.18)

where �x̃j+ 1
2
= x̃j+1− x̃j and cj =xj − x̃j . In the actual computation, the linear flux cu is approximated

by an up-winding approach, see [27]:

(ĉu)j = cj

2
(uj+ 1

2
+ uj− 1

2
)− |cj |

2

(
uj+ 1

2
− uj− 1

2

)
. (2.19)

Since x̃j+ 1
2

(new mesh), xj+ 1
2

(old mesh) and uj+ 1
2

(numerical solution on the old mesh) are all available,
the numerical solution is interpolated on the new grid via (2.18) and (2.19).
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2.3. An 1D example

Consider a classical freezing problem in a semi-infinite plane. This allows us to compare the results
using the phase-field model to the similarity solution of the classical Stefan model. Theoretically, the
solution of the phase-field model has been shown to approach that of the Stefan model as �→ 0, �→ 0,
and � is fixed [10].

We briefly describe the 1D example, the details can be found in, e.g., [20]. The Neumann’s solution of
the classical Stefan problem has the following form

u(s)(x, t)=

⎧⎪⎨⎪⎩
C1
[erf(�/2)− erf(x/(2

√
t + t0))]

erf(�/2)
, x�s(t),

C2
[erf(�/2)− erf(x/(2

√
t + t0))]

1− erf(�/2)
, x > s(t),

(2.20)

where t0 is a starting time and C1 and C2 are constants. The position of the interface is given by

s(t)= �
√

t + t0,

where � is the solution of

2√


e−�2/4[C2/(1− erf(�/2))− C1/erf(�/2)] − �= 0.

Following [20], we choose t0=0.15, C1=−0.085 and C2=−0.015, which correspond to �=0.396618,
and we choose L=K = 1. The initial and boundary conditions for the temperature are

u(x, 0)= C1, u(0, t)= u(s)(0, t), and u(1, t)= u(s)(1, t).

The boundary conditions for the phase field are

p(0, t)=min
p

f (p, C1), closest to − 1,

p(1, t)=min
p

f (p, u(s)(1, t)), closest to 1,

where f (p, u) is the Caginalp potential (2.3). A smoothed initial value for the phase field is given by

p(x, 0)=

⎧⎪⎪⎨⎪⎪⎩
p(0, 0) tanh

(
s(0)− x

2ε

)
, x�s(0),

p(1, 0) tanh

(
x − s(0)

2ε

)
, x > s(0).

(2.21)

Following [20], we use the parameters a=0.0625, �=0.002, and �=1. These values lead to an interface
thickness ε=0.0005 and a surface tension �=0.00533. This case corresponds to experiment 5 of Caginalp
and Socolovsky [11] and is a stiff test for a fixed grid method. In fact, it can be demonstrated that an
accurate solution cannot be computed with 1000 uniform gridpoints. This problem has been solved by
several authors, including fixed mesh results of Caginalp and Socolovsky [11], the adaptive moving mesh
results of McCarthy [21] who used the algorithm of Blom and Zegeling [3], and the moving mesh result
of Mackenzie and Robertson [19,20].
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Fig. 1. The 1D example: temperature (left) and phase fields (right) at t = 0.2 and 1 (solid line denotes exact solution and circle
denotes the moving mesh solution). N = 50.
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Fig. 2. the 1D example: mesh trajectories (left) and interface position (right). N = 50.

Fig. 1 shows the temperature profiles at t = 0.2 and 1 obtained by using 50 moving gridpoints. The
numerical results are found satisfactory, as they are in good agreement with the previously published
results, including the moving mesh results of Mackenzie and Robertson [19,20]. Fig. 2 shows the computed
mesh trajectories and the interface position with N=50. It is observed that the mesh has followed smoothly
the movement of the phase boundary and the clustering of mesh points has led to a very accurate prediction
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of the position of the front. The monitor function used in the 1D computations is the standard gradient-
based monitor

�=
√

1+ 100p2
	 . (2.22)

3. Two-dimensional phase-field problems

In this section, we mainly investigate the use of the moving mesh approach to solve the two-dimensional
phase-field equations. Let � ⊂ R2 be a bounded domain with a Lipschitz continuous boundary ��.
For each t we will assume we have a decomposition of � into subdomains �+(t) and �−(t) so that
� = �+(t) ∪ �(t) ∪ �−(t), where the interface �(t) = ��+(t) ∪ �−(t) is smooth. Following [2], we
consider the class of sharp interface problems in the following dimensionless form:

�t =D��, x ∈ �+(t) ∪ �−(t), (3.1a)

v =D[∇� · n]−+, x ∈ �(t), (3.1b)

�=−d0�− �d0v, x ∈ �(t), (3.1c)

where �=c(T −Tm)/l is the dimensionless temperature (with Tm the equilibrium melting temperature), v
is the normal velocity of the interface, D is a diffusion parameter, d0 is a capillary length, and � is a kinetic
undercooling coefficient. Using a scaling introduced in [9], we consider the corresponding phase-field
model

�ε2pt = ε2�p + 1

2
(p − p3)+ ε

3d0
�, (3.2a)

�t + 1
2pt =D��, (3.2b)

where ε is a measure of the diffuse interface thickness. The boundary conditions for the phase-field
equations are the same as the sharp interface model for �, with compatible conditions for p. For example, if
Dirichlet conditions are imposed on �=��±, where± denotes the liquid and solid boundaries respectively,
then the corresponding values of p are the largest (p+) and smallest (p−) roots of

f (p, �)= 1

2
(p± − p3±)+ ε

3d0
��± = 0. (3.3)

The above requirement ensures that there is no mass flow out of the system (see, e.g., [11,12,14]). Then
the two phases are characterized by p taking values close to p+ and p− in each phase. To be more specific,
consider the critical radius equilibrium example in Fig. 5. At the boundary of the square domain, we use
��± = −2. The corresponding boundary conditions for p is p = p+ if the boundary point is above the
predicted interface and p = p− if it is below the interface.

It is noted that other phase-field models have been proposed that allow a simpler implementation of
boundary conditions for p, see, e.g., Wang et al. [28].
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3.1. 2D PDE solvers

Assume we have some simple mapping

x = x(	, �), y = y(	, �) and 	= 	(x, y), �= �(x, y), (3.4)

where (x, y) and (	, �) are the physical and computational coordinates, respectively. We will apply the
above coordinate transformation to Eq. (3.2). The cell-centered finite volume method will be employed
to solve the transformed PDEs. The key point here is to obtain the transformations for �p and ��.
Note that

�xx = 1

J
[(J−1y2

� �	)	 − (J−1y	y���)	 − (J−1y	y��	)� + (J−1y2
	 ��)�], (3.5)

�yy = 1

J
[(J−1x2

� �	)	 − (J−1x	x���)	 − (J−1x	x��	)� + (J−1x2
	 ��)�], (3.6)

where J = x	y� − x�y	 is the Jacobian of the coordinate transformation. The following symmetric
discretizations will be used to approximate terms on the right-hand side of (3.5):

[(J−1y2
� �	)	]j,k = (J−1y2

� )j+ 1
2 ,k(�j+1,k − �j,k)− (J−1y2

� )j− 1
2 ,k(�j,k − �j−1,k), (3.7a)

[−(J−1y	y���)	]j,k = − 1
4(J−1y	y�)j+1,k(�j+1,k+1 − �j+1,k−1)

+ 1
4(J−1y	y�)j−1,k(�j−1,k+1 − �j−1,k−1), (3.7b)

[−(J−1y	y��	)�]j,k = − 1
4(J−1y	y�)j,k+1(�j+1,k+1 − �j−1,k+1)

+ 1
4(J−1y	y�)j,k−1(�j+1,k−1 − �j−1,k−1), (3.7c)

[(J−1y2
	 ��)�]j,k = (J−1y2

	 )j,k+ 1
2
(�j,k+1 − �j,k)− (J−1y2

	 )j,k− 1
2
(�j,k − �j,k−1), (3.7d)

where for simplicity we have assumed that �	 = �� = 1. The terms on the right-hand side of (3.6) can
be approximated similarly. Having these approximations, we are able to approximate the Laplacian ��
at (	j , �k) by

(��)j,k =
1∑

l=−1

1∑
m=−1

Clm
jk �j+l,k+m, (3.8)

where

C
±1,−1
jk =±1

4 [(J−1y	y�)j±1,k + (J−1y	y�)j,k−1 + (J−1x	x�)j±1,k + (J−1x	x�)j,k−1], (3.9a)

C
0,±1
jk = (J−1y2

	 )j,k± 1
2
+ (J−1x2

	 )j,k± 1
2
, (3.9b)

C
±1,0
jk = (J−1y2

� )j± 1
2 ,k + (J−1x2

� )j± 1
2 ,k , (3.9c)

C
0,0
jk = − (J−1y2

� )j+ 1
2 ,k − (J−1y2

� )j− 1
2 ,k − (J−1y2

	 )j,k+ 1
2
− (J−1y2

	 )j,k− 1
2

− (J−1x2
� )j+ 1

2 ,k − (J−1x2
� )j− 1

2 ,k − (J−1x2
	 )j,k+ 1

2
− (J−1x2

	 )j,k− 1
2
, (3.9d)
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C
−1,1
jk = 1

4(J−1y	y�)j−1,k + 1
4(J−1y	y�)j,k+1 + 1

4(J−1x	x�)j−1,k + 1
4(J−1x	x�)j,k+1, (3.9e)

C
1,1
jk =−1

4(J−1y	y�)j,k+1 − 1
4(J−1y	y�)j+1,k − 1

4(J−1x	x�)j+1,k − 1
4(J−1x	x�)j,k+1. (3.9f)

We will solve (3.2) by a finite-volume approach. Denote the control cell [	j− 1
2
, 	j+ 1

2
] × [�k− 1

2
, �k+ 1

2
] by

Aj,k and the cell average values by

p̄n
j,k =

1

�	��

∫
Aj,k

p(	, �, tn) d	 d�, �̄
n
j,k =

1

�	��

∫
Aj,k

�(	, �, tn) d	 d�.

For ease of notations, below we will drop the top bar for p̄j,k and �̄j,k , respectively. As done before, we
will discretize the temperature term explicitly, whereas treat all other terms implicitly. This gives⎧⎪⎪⎪⎨⎪⎪⎪⎩

�ε2
pn+1

jk − pn
jk

�tn
= ε2

J

1∑
l=−1

1∑
m=−1

Clm
jk pn+1

j+l,k+m +
1

2
[pn+1

jk − (pn+1
jk )3] + ε

3d0
�n
jk,

�n+1
jk − �n

jk

�tn
+ 1

2

pn+1
jk − pn

jk

�tn
= D

J

1∑
l=−1

1∑
m=−1

Clm
jk �n+1

j+l,k+m.

(3.10)

Rearranging the above scheme gives

ε2

(
J �pn+1

jk − �tn
1∑

l=−1

1∑
m=−1

Clm
jk pn+1

j+l,k+m

)
+ J�tn

2
[(pn+1

jk )3 − pn+1
jk ]

= J

(
�ε2pn

jk +
ε�tn

3d0
�n
jk

)
, (3.11)

J �n+1
jk −D�tn

1∑
l=−1

1∑
m=−1

Clm
jk �n+1

j+l,k+m = J

[
�n
jk −

1

2
(pn+1

jk − pn
jk)

]
. (3.12)

Similar to the 1D case, we use Newton’s method to solve (3.11):

�H

�p

∣∣∣∣
p=pn+1,s

(pn+1,s+1 − pn+1,s)=−H(pn+1,s),

where the initial guess is taken as p
n+1,0
jk = pn

jk . For s = 0, 1, . . . , we obtain a linear system, whose jth
equation (1�j �N − 1) is given by

ε2

(
J � · pn+1,s+1

jk − �tn
1∑

l=−1

1∑
m=−1

Clm
jk · pn+1,s+1

j+l,k+m

)
+ J�tn

2
[3(p

n+1,s
jk )2 − 1] · pn+1,s+1

jk

= J�tn(p
n+1,s
jk )3 + J

(
�ε2pn

jk +
ε�tn

3d0
�n
jk

)
.

Denoting G= �H/�p|p=pn+1,s , Q= (�H/�p)p=pn+1,s · pn+1,s − H(pn+1,s), we can write the above linear
system in the following form:

Gpn+1,s+1 =Q, (3.13)
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where

Qjk = J�tn(p
n+1,s
jk )3 + J

(
�ε2pn

jk +
ε�tn

3d0
�n
jk

)
.

We use the above Newton’s method to obtain the solution pn+1 for (3.11). Then we find the solution �n+1

of (3.12) by solving the linear system of the following form:

A�n+1 = bn+1 (3.14)

where

bn+1
jk = J [�n

jk − 1
2 (pn+1

jk − pn
jk)].

The above discretization for phase-field equations leads to two large sparse linear systems, namely (3.13)
and (3.14), which are solved by using the Conjugate Gradient iteration method.

The 2D moving mesh strategy is similar to the one described in Section 2.1. The mesh generation
equations are given by

∇̃ · (�∇̃x)= 0, ∇̃ · (�∇̃y)= 0 (3.15)

where � is a scalar monitor function, and ∇̃ = (�	, ��)
T. Again, the phase parameter p is chosen to be the

control function in the monitor function due to its large variation behavior, see (3.19).
In the interpolation part, we use the 2D version of the conservative interpolation proposed in [27]:

|Ãj+ 1
2 ,k+ 1

2
|ũj+ 1

2 ,k+ 1
2
= |Aj+ 1

2 ,k+ 1
2
|uj+ 1

2 ,k+ 1
2
− [(cxu)j+1,k+ 1

2
− (cxu)j,k+ 1

2
]

− [(cyu)j+ 1
2 ,k+1 − (cyu)j+ 1

2 ,k] (3.16)

where cx
j,k = xj,k − x̃j,k , c

y
j,k = yj,k − ỹj,k .

In order to obtain smoother transitions in the mesh, rather than merely using Eqs. (3.15), an additional
filter is applied to the monitor functions. Instead of working with �ij , the smoothed values

�̄i,j ← 4
16�i,j + 2

16(�i+1,j + �i−1,j + �i,j+1 + �i,j−1)

+ 1
16(�i−1,j−1 + �i−1,j+1 + �i+1,j−1 + �i+1,j+1) (3.17)

are being used in the mesh equations.

3.2. 2D numerical examples

Planar solidification: A popular test case is to reproduce the traveling wave solution of the growth of a
solid planar interface within an undercooled melt. This problem has also been considered in [2,6,12,16].
The sharp interface equations are solved with boundary conditions

�(∞, y)= �cool, �(−∞, y)= �cool + 1.

It can be shown that there exists a traveling wave solution which takes the form

�(x, y, t)=
{

�cool + e−v∗(x−v∗)/D, x > v∗t,
�cool + 1, x�v∗t, (3.18)



264 Z. Tan et al. / Journal of Computational and Applied Mathematics 190 (2006) 252–269

 0.2  0.1 0 0.1 0.2

 -0.25

 -0.2

 -0.15

 -0.1

 -0.05

x

te
m

pe
ra

tu
re

 -0.1 0 0.1 0.2
-1

-0.8
-0.6
-0.4
-0.2

0
0.2
0.4
0.6
0.8

1

x

P

Fig. 3. Planar solidification: temperature and phase variable profiles with ε = 0.00625 and d0 = 0.05 at t = 0.1.

where the shock movement velocity v∗ is defined by

v∗ = − 1

�d0
(�cool + 1).

Fig. 3 shows the computed profiles for � and p along the bottom boundary y=−0.25 at t = 0.1, obtained
by using N = 50. Again, these are in good agreement with the moving mesh results of Beckett et al.
[2]. Meshes and the corresponding front prediction at the times t = 0, 0.04, and t = 0.1 are plotted in
Fig. 4. It is observed that the meshes are clustered in the neighborhood of the phase boundary. The monitor
function used in (3.15) is

�=
√

1+ 100|∇̃p|2. (3.19)

This 2D example only has one-dimensional phenomena. However, it can be used to test the quality of the
moving mesh algorithms. The numerical results show the straight gridlines in both x- and y-directions,
which is expected theoretically.

Critical radius equilibrium: Consider a domain � which has no heat flux into it and within this domain
the initial temperature is equal to a constant, �cool. Let us introduce an initial ball of solid of radius R0
lying inside the undercooled liquid. It is well know that there exists a steady state solution of (3.1) where
the solid ball is in equilibrium with its melt [13]. This occurs when the radius of the solid ball, Rc, is
given by

Rc =− d0

�cool
.

This equilibrium is unstable in that if R0 < Rc then the solid sphere will melt and the radius will decrease
to zero. On the other hand if R0 > Rc then the solid will expand into the undercooled melt and the radius
will increase.

Following [2], we take the initial temperature to be �cool =−2 and d0 = 0.5. This yields Rc = 1
4 . The

phase-field calculations are performed with ε = 1/(160
√

2). The initial phase profile is given by

p(x, 0)= pbc tanh

(
r(x)

2ε

)
,
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Fig. 4. Planar solidification: grid and interface predictions with ε= 0.00625 and d0 = 0.05, at t = 0 (left), t = 0.04 (middle) and
t = 0.1 (right).

where

pbc =
{−minpf (p, �cool), closest to − 1, r(x) < 0,

minpf (p, �cool), closest to 1, r(x)�0,
(3.20)

and f (p, �) is given by (3.3). We consider one case where the initial radius is R0=0.24, which corresponds
to the unstable case of R0 < Rc, in the domain [0, 0.5]2.

Figs. 5 and 6 show the grids, contour of solution and front positions at times t = 0.02, 0.08, 0.14, and
t = 0.16, obtained by using N = 60. As expected, the interface moves inwards with decreasing radius.
The front positions agree very well with the moving mesh results of Beckett et al. [2] and the uniform
mesh results of Elliott and Gardiner [14] who used a uniform 1282 mesh. The monitor function used in
(3.15) is again of the form (3.19).

We now briefly discuss the nonlinear iterations used in solving the system (2.10)–(3.11) or (3.11). In
general, the number of Newton iterations depends on the size of the mesh points and numerical schemes
used (i.e. uniform or adaptive). In the above computation (with a 60 × 60 grid), it takes 4–5 iterations
with moving mesh, and 2–3 iterations with uniform mesh. However, with a 300× 300 grid, it takes 4–5
Newton iterations for both moving mesh and uniform mesh computations.

We close this section by discussing time steps used in our computations. On the moving mesh methods
for evolution, the selection of time step size is always an issue. For the 1D computations reported in the
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Fig. 5. Critical radius equilibrium: grid (top), solution (middle) and interface prediction (bottom) with ε= 1/(160
√

2), d0= 0.5
and R0 = 0.24. Left: t = 0.02; right: t = 0.08.

paper, the time step used is 10−3. In 2D, the time step for the planar solidification problem is 10−3 and
for the critical radius equilibrium problem is 10−4. By comparing with the uniform mesh approach, to
reach the same resolutions the moving mesh method only gains in using less grid points in space but does
not gain anything in time stepping. To increase the efficiency in time stepping, proper local time stepping
techniques may be used [26].
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Fig. 6. Same as Fig. 5, except with t = 0.14 (left) and t = 0.16 (right).

4. Conclusions

In this paper, we have presented a simple moving mesh strategy for solving the phase-field equations.
The method gives rise to smooth mesh trajectories and results in significant efficiency savings over uniform
mesh methods. The numerical results are in good agreement with the recent moving mesh computations
of Mackenzie et al. [2,19,20], in terms not only of accuracy but also efficiency. Our approach is based
on the strategy proposed in [17] to separate the mesh moving and PDE evolution. This approach requires
using an interpolation to transform the information from the old mesh to the new mesh. In this work, we
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have used the second-order conservative interpolation proposed in [27]. It is noted that the approaches
of Mackenzie et al. used a monitor function tailored for the functional variation of the phase field in the
interfacial region. However, our approach does not require special attention to the choice of the monitor
function, which simply used the standard gradient-based monitors.
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