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Abstract. In this paper, we present an adaptive moving mesh algorithm for meshes
of unstructured polyhedra in three space dimensions. The algorithm automatically
adjusts the size of the elements with time and position in the physical domain to re-
solve the relevant scales in multiscale physical systems while minimizing computa-
tional costs. The algorithm is a generalization of the moving mesh methods based
on harmonic mappings developed by Li et al. [J. Comput. Phys., 170 (2001), pp. 562-
588, and 177 (2002), pp. 365-393]. To make 3D moving mesh simulations possible,
the key is to develop an efficient mesh redistribution procedure so that this part will
cost as little as possible comparing with the solution evolution part. Since the mesh
redistribution procedure normally requires to solve large size matrix equations, we
will describe a procedure to decouple the matrix equation to a much simpler block-
tridiagonal type which can be efficiently solved by a particularly designed multi-grid
method. To demonstrate the performance of the proposed 3D moving mesh strategy,
the algorithm is implemented in finite element simulations of fluid-fluid interface in-
teractions in multiphase flows. To demonstrate the main ideas, we consider the for-
mation of drops by using an energetic variational phase field model which describes
the motion of mixtures of two incompressible fluids. Numerical results on two- and
three-dimensional simulations will be presented.
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1 Introduction

Several moving mesh techniques have been introduced in the past, in which the most ad-
vocated method is the one based on solving elliptic PDEs first proposed by Winslow [31].
Winslow’s formulation requires the solution of a nonlinear, Poisson-like equation to gen-
erate a mapping from a regular domain in a parameter space Ωc to an irregularly shaped
domain in physical space Ω. Brackbill and Saltzman [5] formulated the grid equations
in a variational form to produce satisfactory mesh concentration while maintaining rela-
tively good smoothness and orthogonality. Their approach has become one of the most
popular methods used for mesh generation and adaptation. Dvinsky [15] suggests the
possibility that harmonic function theory may provide a general framework for develop-
ing useful mesh generators. His method can be viewed as a generalization and extension
of Winslow’s method. However, unlike most other generalizations which add terms or
functionals to the basic Winslow grid generator, his approach uses a single functional to
accomplish the adaptive mapping. The critical points of this functional are harmonic maps.
Meshes obtained by Dvinsky’s method enjoy desirable properties of harmonic maps, par-
ticularly regularity and smoothness.

Motivated by the work of Dvinsky, a moving mesh finite element strategy based on
harmonic mapping was proposed and studied by Li et al. in [19]. The key idea is to
construct the harmonic map between the physical space and a parameter space by an it-
erative procedure. In [20], a moving mesh method based on the minimization of the mesh
energy is proposed which seems having big potential for simulations in high space di-
mensions. More precisely, in the mesh points re-distribution step, we solve an optimiza-
tion problem with some appropriate constraints, which is in contrast to the traditional
method of solving the Euler-Lagrange equation directly. The key idea of this approach is
to treat the interior and boundary grids as a whole, rather than considering them sepa-
rately.

In this paper, we present an adaptive moving mesh algorithm for meshes of unstruc-
tured tetrahedra in three dimensions, which is a generalization of the moving mesh meth-
ods based on harmonic mappings developed by Li et al. in [19, 20]. To make 3D moving
mesh simulations possible, the key is to provide a more efficient mesh redistribution pro-
cedure so that this part will cost very little comparing with the solution evolution part.
Since the mesh re-distribution procedure normally requires to solve large scaled alge-
braic systems (arising from discretizing the Euler-Lagrange equations or the minimiza-
tion problem), we will describe a procedure to decouple the matrix equation to a much
simpler block-tridiagonal type which can be solved by multi-grid solvers very efficiently.
The proposed algebraic multigrid solver deals with the nonlinear constraints locally in
the smoothing operation, so that the multigrid procedure is comparative to some point-
wise Gauss-Seidel iterations. This allows us to avoid solving a saddle point problem.

To demonstrate the performance of the proposed 3D moving mesh strategy, the algo-
rithm is implemented in finite element simulations of deformable droplet and fluid-fluid
interface interactions for multi-phase flows. The flow we consider has discontinuous
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density and viscosity, and is characterized by large density and viscosity ratios at the
free surface, e.g. air and water. The main existing computational methods used to solve
incompressible two-phase flow problems include front-tracking methods, boundary in-
tegral methods, volume-of-fluid methods, and level set methods, see, e.g., [22,26,30]. Al-
ternative sharp interface works include boundary condition capturing methods [18] and
finite element based level set methods [13, 29] for simulating multiphase incompressible
flows. In this work, the governing equations describing the motion of mixtures of two
incompressible fluids are based on an energetic variational phase field models studied re-
cently by Liu, Shen et al. [21,34]. As demonstrated in [34], the diffuse-interface model will
stay close to the sharp-interface model, with the conventional interfacial tension when the
interfacial thickness tends to zero. Note that the phase function φ profile is “nontrivial”
only within the interfacial layer. The interfacial profile needs to be numerically resolved
for accurate evaluation of the interfacial stress, and the disparity between small thickness
and the global length scale implies the need for a locally refined grid inside the interfacial
region.

Recently, methods that couple two different schemes have been investigated for simu-
lating fluid flows with moving interfaces. Examples are the coupled level set and volume-
of-fluid (VOF) method [25], the hybrid particle level set method [16], and the mixed
markers and VOF method [2]. A coupled method takes advantage of the strengths of
each of the two methods, and are therefore superior to either method alone. More re-
cently, Yang et al. [33] proposed an adaptive coupled level set and VOF volume tracking
method for unstructured triangular grids. The use of the adaptive unstructured grids can
cluster the grid near the interface, and therefore enhance the efficiency and accuracy for
solving the interface structures. The adaptive coupled level set and VOF volume tracking
technique has been demonstrated powerful in resolving complex interface changes and
interfaces of high curvature. The spatially adaptive techniques for level set methods and
incompressible flow have been recently reviewed by Losasso et al. [23] who discussed
both historical and most recent works in this research direction.

In the present work, we will apply our 3D moving mesh algorithm to simulate fluid
flows with moving interfaces. Ideally, for the moving interface problems we would like
the mesh to be clustered within the interface region to correctly capture the effects of sur-
face tension, while away from the interface sufficient resolution may be obtained using
less grid points. It will be demonstrated that the moving-mesh-phase-field approach can
resolve complex interface structures very efficiently. The proposed method is relatively
simple and, compared to non-adaptive method, requires fewer elements while still keep-
ing the mesh sufficiently refined near the interfaces. The mesh quality near the interface
will be also examined.

The rest of the paper is organized as follows. In Section 2, we describe a general
moving mesh strategy which is independent of the space dimensions. The multigrid
method is employed to speed up the mesh redistribution procedure. In Section 3, we
briefly describe a phase field model for two incompressible fluids, and a finite element
discretization for the model. In Section 4, a number of numerical examples are consid-
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ered. It is demonstrated that the general moving mesh strategy proposed in this work is
very effective in simulating the mixture of multi-phase flows. The final section contains
some concluding remarks.

2 Moving mesh strategy

Let Ω and Ωc be compact Riemannian manifolds of dimension n with metric tensors dij

and rαβ in some local coordinates ~x and ~ξ, respectively. It has been demonstrated (see,
e.g., [6]) that the Euler-Lagrange equations, with Euclidean metric for the logical domain
Ωc, are given by

∂

∂xi

(

Gij ∂ξk

∂xj

)

=0, (2.1)

and the corresponding mesh energy is of the form

E(~ξ)=∑
k

∫

Ω
Gij ∂ξk

∂xi

∂ξk

∂xj
d~x, (2.2)

where the inverse of (Gij) is called the monitor function. Solutions to (2.1) are harmonic
functions giving a continuous and one-to-one mapping which is differentiable and has a
non-zero Jacobian.

In Li et al. [20], an effective approach which re-distributes the interior and boundary
grids simultaneously was introduced. The method uses an optimization approach to gen-
erate the adaptive grids, which turns out to be dimension-independent. In this section,
we will improve the algorithm in [20] so that it is useful for solving large scale simula-
tions in three space dimensions. Since the mesh redistribution procedure as described
below normally requires to solve large-size matrix equations arising from solving the
minimization problems, we will describe a procedure to decouple the matrix equation to
a much simpler block-tridiagonal type which can be solved very efficiently by multi-grid
methods.

2.1 Mesh-redistribution algorithm

Here we briefly outline the main idea of the optimization-based grid redistribution ap-
proach based on Algorithm 2.1.

More details can be found in [19,20] for a 2D solution domain and [11,14] for a spher-
ical domain.

2.2 Mesh re-distribution and speeding up the procedure

Let us discretize the optimization problem (2.3) in the linear finite element space. The
triangulation of the physical domain is T , with Ti as its elements, and Xi as its nodes. The
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Algorithm 2.1: Mesh-redistribution algorithm

1. Solve the optimization problem

min∑
k

∫

Ω
Gij ∂ξk

∂xi

∂ξk

∂x j
d~x s.t. ξ|∂Ω =ξb∈K, (2.3)

and compute the L∞-difference between the solution and the fixed (initial) mesh in the logical
domain. If the difference is smaller than a preassigned tolerance, then the mesh-redistribution at
the given time level is complete. Otherwise, do

2. Obtain the direction and the magnitude of the movement for ~x by using the difference obtained
in Step 1, and then move the mesh;

3. Update the physical solution ~u on the new grid by solving a system of continuous equations;

4. Update the monitor function by using ~u obtained in Step 3, and go to Step 1.

corresponding triangulation on the computational domain is Tc, with Ti,c as its elements,
and Ξi as its nodes. The linear finite element space on the mesh is denoted by H1

h(Ω).
If the basis function on the node Xi is denoted by φi, then ξ can be approximated by
ξiφ

i (here the standard summation convention is assumed). The coordinates of Xi are
(X1

i X2
i X3

i )
T. Let the inner nodes be indexed from 1 to Ninner and the boundary nodes

be indexed from Ninner+1 to N. The coordinates of the nodes Ξi in the computational
domain are denoted by (Ξ1

i Ξ2
i Ξ3

i )
T. Denote X = (X1 X2 X3)T, Ξ = (Ξ1 Ξ2 Ξ3)T, where

Xk =(Xk
1 ···X

k
N)T, Ξk =(Ξk

1 ···Ξ
k
N)T, k=1,2,3.

We now discuss how to approximate (2.3). First a linear system for Ξ will be formed
to determine the motion of the computational grids. Denote

H =

(

∫

Ω
Gij ∂φα

∂xi

∂φβ

∂xj
d~x

)

1≤α,β≤N.

(2.4)

We further split the matrix H into the following form:

H =

(

H11 H12

H21 H22

)

←−1 to Ninner row
←−Ninner+1 to N row

↑ ↑

1 to Ninner column Ninner+1 to N column

Assume that the constraint leads to a linear system of the form

∑
k

AkΞk =b,

or equivalently,

∑
k

Ak,innerΞ
k
inner+∑

k

Ak,boundΞk
bound =b.
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Observe that Ak,inner =0 and the matrices Ak,bound are the entries of the unit normal of the
boundary segments. Then the optimization problem (2.3) is equivalent to the following
linear constrained optimization problem:

min
Ξ

∑
k

{

Ξk,T HΞk
}

s.t. ∑
k

AkΞk =b. (2.5)

In fact, (2.5) leads to a linear system with a Lagrangian multiplier λ. In [20], it is proposed
to decouple the system (2.5) to a smaller form









H22 0 0 AT
1,bound

0 H22 0 AT
2,bound

0 0 H22 AT
3,bound

A1,bound A2,bound A3,bound 0

















Ξ1
bound

Ξ2
bound

Ξ3
bound
λ









=









−H21Ξ1
inner

−H21Ξ2
inner

−H21Ξ3
inner

b









, (2.6)

which contains boundary cells only, together with a symmetric and positive definite sys-
tem





H11 0 0
0 H11 0
0 0 H11









Ξ1
inner

Ξ2
inner

Ξ3
inner



=





−H12Ξ1
bound

−H12Ξ2
bound

−H12Ξ3
bound



a, (2.7)

which is solved by using the multigrid method. However, for three-dimensional prob-
lems, the small system (2.6) becomes a two-dimensional problem and the resulting alge-
braic systems may contain thousands of elements. Since (2.6) is not a positive definite
system, it is still expensive to solve if the matrix size is large. A detailed description of
the above optimization procedure can be found in [20].

2.3 Multi-level speed up for (2.7) with a constraint

Since the solution of the optimization system is for the location of mesh grids coordinates,
instead of the physical solution, less accurate but efficient algorithms can be employed.
In the following we will describe a special procedure to solve the minimization problem
(2.3) efficiently. The algebraic multi-grid technique [7] is used to construct the frame-
work of such an algorithm. The main difficult is the constraint on the boundary. It is
natural to require that Ξk

bound is always on the corresponding boundary during the mesh
redistribution procedure. This can be guaranteed by requiring that

∑
k

Ak,boundΞk
bound =b. (2.8)

It is noted that Ak,bound can be some operator and may be extended to the nonlinear case.
Here we describe an algorithm (Algorithm 2.2) for solving HΞk=0 with the constraint

(2.8) using a multi-level iteration technique.
The procedure performs the n-level algorithm with v1 pre- and v2 post-smoothing

iterations.
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Algorithm 2.2: Multi-level speed up algorithm

• Initialization
Construct the coarsening matrix Hl, projection matrix Pl, l=0,··· ,n, where n is the level number
of the multi-level iteration.

• Multi-level iteration

1. coarsening process, l =0,··· ,n−1

− pre-smoothing step: Ξl :=S
(v1)
l (Ξl , fl)

− restriction step: fl+1 := Pl(HlΞl− fl)
− Ξl+1 =0

2. smooth at the final level: Ξn =S
(v1)
n (Ξn, fn)

3. projection process l =n−1,··· ,0.
− correction step: Ξl :=Ξl +PT

l Ξl+1

− post-smoothing step: Ξl :=S
(v2)
l (Ξl, fl).

Suppose that a coarse set of points that forms a subset of the fine degrees of freedom
(DOFs) has been chosen (strategies for which are discussed below). Then, the fine-level
DOFs can be represented as

C0 ={1,2,··· ,N}, Cl−1 =Cl∪Fl,

where Cl is the set of coarse-level points and Fl is the set of remaining fine-level points
(so Cl∩Fl =∅). A simple option is chosen for the coarse-grid points where the number of
strongly connected neighbors of each point is considered.

Due to the constraints on the boundary, the strategy to setup the coarse-level points
should guarantee that in the multigrid iteration procedure, the coarse grid corrections,
when applied by the prolongation operator, should not break the boundary constraints
on the fine grid. To this end, the grid points in the fine mesh are chosen to be the points
of the coarse mesh, with sorted priority based on the constraints applied on it. The points
with top-priority are the ones coming from the vertices of the polyhedron, which is the
problem domain, followed by the points on the edges, then by the points on the faces,
and the interior points are at the lowest priority. To describe the relation between the
coarse-grid and the fine-grid, we introduce the “neighborhood” notation Bli including
the points strongly influenced by the point Ξi and

Bi∩Bj =∅ if i 6= j, ∪Nl

i=0Bi =Cl−1,

where Nl is the number of the set Cl.

The smoothing operation is denoted by Si(Ξi, fi). The most convenient and often
effective smoothing process is the Gauss-Seidel iteration, which is also adopted by us.
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The decomposition of Hi is introduced as

Hi = Di−Li−Ui, (2.9)

where Di is the diagonal matrix, Li (or Ui) is the strictly lower (or upper) triangular ma-
trix. Then one step of the Gauss-Seidel iteration is equivalent to

Si(Ξi, fi) :=(Di−Li)
−1(UiΞi+ fi). (2.10)

Because of the nonlinear constraints, some special treatment for the boundary has to be
proposed:

Ξbound :=Ξbound−δΞbound ·nl, (2.11)

where nl is the unit normal of the face Γl and δΞbound is the update introduced by the
Gauss-Seidel iteration. Thus the boundary constrain is preserved in the procedure of the
Gauss-Seidel iteration, while the Gauss-Seidel iteration is revised into a nonlinear one.

The trivial weighted restriction is chosen as the projection matrix Pl(Nl+1×Nl), i.e.,
the arithmetic mean average of the neighborhood of each coarse-grid point:

Pl(1≤ i≤Nl+1,1≤ j≤Nl) :=

{

1

♯{Bl(Cl)i
}

if j∈Bl(Cl)i
,

0 otherwise,
(2.12)

where ♯B represents the number of the set B and (Cl)i represents the ith number of the
set Cl. Once a set of coarse points Cl and the projection operator Pl have been chosen, it
is natural to define a reasonable prolongation operator and the coarse-level operator by
the so-called Galerkin conditions:

PT
l and Hl+1 = PlHl P

T
l , (H0 = H). (2.13)

This way to define the projection operator is very cheap, which depends on the connec-
tion of the mesh grids only and ignores the information from the values of the entries in
the sparse matrices of the algebraic system. Thus in the total computation, we only need
to construct the projection matrix one time.

In this procedure, we treat the interior and boundary grids simultaneously inside the
iteration of the multi-level solver. The CPU time consumed in this solver is similar to that
for solving equation (2.7). The only difference between them is that in the new solver a
boundary projection is added to each smoothing step, i.e., each Gauss-Seidel iteration.
But the additional operations (2.11) on the boundary points are local operations which
are implemented pointwisely. As a result, the cost is quite low, even if the constraints
are extended to the nonlinear case. In general, the cost of one iterative step in the new
solver is about the same as that of the standard multigrid iterative step on a 3N×3N
system. Moreover, we need only a few such iterative steps at a given time level since the
accuracy requirement of the mesh equations is quite low. Thus the multi-level iteration
has accomplished much more efficiency for the new solver compared with the old one
in [20]. At the same time, the new solver can handle the nonlinear boundary constrains
(2.8) directly, which enables us to re-distribute the meshes along a curved surface.
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2.4 Solution updating and monitor function

Since the computational mesh is adapted in time, it is necessary to interpolate all the
quantities from the old mesh to the new mesh. Based on some simple observations or
assumptions on the numerical solutions, we are able to obtain some continuous interpo-
lation scheme which is to solve some linear PDEs. The PDEs are normally relevant to
the governing equations. For example, in case that the governing equations are the in-
compressible Navier-Stokes equations, the PDEs for the continuous interpolation are the
Stokes-like equations which is used in this paper (see [12] for details).

A monitor function is used to guide the mesh redistribution. It may depend on the
solution arc-length (in 1D), curvature, gradients and a posteriori errors, see, e.g., [8, 9, 27,
35]. In this work, the monitor function is chosen as

m(x,t)=
√

1+α|∇φ|2, (2.14)

where α is generally a problem-dependent positive parameter, which is taken as 5 in our
numerical experiments. The initial condition for the velocity u is taken to be zero in all
computations.

3 A phase field model for two incompressible fluids

The phase field method (diffuse interface method) as applied to two-phase flows has been
described previously by a number of authors [1]. A phase-field function φ is introduced
such that the concentrations of the two components are (1+φ)/2 and (1−φ)/2, respec-
tively. For the elastic (mixing) energy, we adopt the familiar Ginzburg-Landau form:

W(φ,∇φ)=
∫

Ω

{

1

2
|∇φ|2+F(φ)

}

dx, (3.1)

where
F(φ)=(|φ|2−1)2/4η2

is the usual double-well form of the bulk energy with η as the capillary width (width of
the mixing layer). The evolution of φ is governed by the Allen-Cahn equation:

φt =−

(

γ∇
δW

δφ

)

=γ(∆φ− f (φ)), (3.2)

where δW/δφ represents the variation of the energy W with respect to φ, f (φ) is a poly-
nomial of φ such that f (φ) = F′(φ) and γ represents the elastic relaxation time of the
system.

A variational procedure applied to the free energy will yield the elastic stress tensor
for the system:

B=−
δW

δx
=−∇φ⊗∇φ− f (φ)∇φ, (3.3)
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where
(∇φ⊗∇φ)ij =∇iφ∇jφ.

The viscous stress tensor is obtained by,

τ =µ[∇u+(∇u)T ]=

(

1−φ

2
µ1+

1+φ

2
µ2

)

[∇u+(∇u)T], (3.4)

where µ1 and µ2 are the viscosity constants for two components.
Adding the momentum equation, we obtain the following system modeling a specific

type of mixture of two incompressible fluids [21]:

ρ(ut+u·∇u)=∇·(−pI+τ)−λ∇·(∇φ⊗∇φ)+ρg(x), (3.5a)

∇·(ρu)=0, (3.5b)

φt+u·∇φ=γ(∆φ− f (φ)+ξ(t)), (3.5c)

where ρ is the density of mixture, i.e.,

ρ=
1+φ

2
ρ1+

1−φ

2
ρ2

(ρ1 and ρ2 being the densities for two components of the fluid), u represents the velocity
vector of the fluids, p is the pressure, λ corresponds to the surface tension and g is the
gravitational acceleration. ξ(t) is the Lagrange multiplier corresponding to the constant
volume constraint on the physical domain Ω⊂Rn:

d

dt

∫

Ω
φdx=0. (3.6)

3.1 A modification to the Allen-Cahn equation

The role of the Lagrange multiplier ξ(t) in (3.5c) is to change the constant value of the
phase function φ. The constant values, suppose to be 1 or −1, represent two phase fields
which are very important for the model. It is natural to adjust the value in the diffusive
field of φ to conserve the volume constant. In (3.5c), the term ξ(t) is changed into ξ(t)(1−
φ2). Such a scheme will keep the maximum principle for φ. By integration of the equation
(3.5c), we get the explicit formula for the new ξ(t):

ξ(t)=
∫

Ω
f (φ)dx/

∫

Ω
(1−φ2)dx. (3.7)

3.2 Finite element scheme

Together with the initial and boundary conditions,

u(x,0)=u0(x), φ(x,0)=φ0(x),

u(x,t)
∣

∣

∣

∂Ω
=0,

∂φ

∂n
(x,t)

∣

∣

∣

∣

∂Ω

=0,
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the Navier-Stokes equation and phase field equation (3.5) determine the velocity u, the
pressure p and the interface φ. The discretization of the time derivative is given by the
backward difference formula:

∂u

∂t
=

3un+1−4un+un−1

2∆t
+O((∆t)2), (3.8)

resulting in a semi-implicit second-order approximation. Introduce the notation

N(u,φ)=−ρu·∇u−λ∇·(∇φ⊗∇φ)+ρg(x). (3.9)

Suppose un, pn and φn are known. Using the consistent splitting scheme [17], the varia-

tional formulation reads: ∀v∈H1
0(Ω)

2
and ∀q∈H1(Ω),

(

ρ
3un+1−4un+un−1

∆t
, v

)

+
(

τ, ∇v
)

=2
(

Nn−Nn−1, v
)

−
(

∇pn, v
)

, (3.10)

(

∇pn+1, ∇q
)

=−µ
(

∇×un+1, n×∇q
)

∂Ω
+

(

Nn+1, ∇q
)

. (3.11)

It follows from the identity
∆u=∇∇·u−∇×∇×u,

that this strategy yields a priori control on the divergence of un+1, see, [17]. It is noted
that

(

∇×∇×u, ∇q
)

=−
(

∇×u,n×∇q
)

∂Ω

is used to avoid computing∇×∇×u.
We then update φk+1 by the following procedure: ∀ψ∈H1(Ω)

(

3φn+1−4φn+φn−1

2∆t
, ψ

)

+γ
(

∇φn+1, ∇ψ
)

=
(

un+1 ·∇
(

2φn−φn−1
)

, ψ
)

−γ
(

(

2 f (φn)− f (φn−1)
)

+ξn+1
(

1−(φn)2
)

, ψ
)

.

(3.12)

In [17], numerical experiments suggest that (3.10)-(3.11) is well-posed for thePN/PN (but
not necessarily inf-sup stable) approximations. (However, the theoretical justification of
this statement is still open.) In our computations, piecewise linear polynomials are used
for the spatial discretization of all variables u, p and φ.

4 Numerical results

The idea that a fluid-fluid interface is diffuse, that is, has finite thickness, goes back to
Poisson (1831) and Gibbs (1876) who recognized that the interface actually represented
a rapid but smooth transition of physical quantities between the bulk fluid values. In
this spirit, the so-called phase field function (the order parameter) is introduced to char-
acterize the different bulk fluids. It assumes distinct constant values in each bulk phase
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and undergoes rapid but smooth variation in the interfacial region. Based on energetic
variational formulations, the diffuse interface models were developed. Recently, diffuse
interface modeling of multi-phase mixtures has become fairly popular as a numerical
device in many instances, see, e.g., [1, 4, 34].

The phase field models share common features with a number of methods developed
from a more computational point of view, especially the level set method [24], which is a
highly successful computational scheme applied to interfacial motion. With this method,
the interface is represented as a level set of a smooth auxiliary function that is compu-
tationally analogous to the order parameter in phase field models. An advantage of the
level set method is that the interface remains sharp in this formulation. However, after
the advection of the interface, it is uncommon for the level set function to remain a signed
distance function, which means that a normalization procedure needs to be done in order
to limit numerical dissipation.

4.1 Modified Allen-Cahn phase equation: revisit

Our moving mesh algorithm is dimension independent. To demonstrate this, we begin
by repeating Example 1 of [21]. The physical parameters are

η =0.02, λ=0.1, ν=0.1, γ=0.1,

the computational parameters are Ω = [0,2π]×[0,2π], dt = 0.005, α = 10, and a moving
mesh containing 64×64 nodes is used. This test is used to exhibit the surface tension
effects of the phase field model. It starts with a cubic bubble, and φ=1 inside the bubble
and φ =−1 outside the bubble. The cubic bubble quickly deforms into a circular bubble
due to the surface tension and the volume of the bubble is preserved. It can be seen from
Fig. 1 that our results are almost the same as those in [21]. Fig. 2 presents the maximum
of the phase field function by using the multiplier of [32] and our modified multiplier
(3.7). It is observed that the new formulation conserves the maximum norm of the phase
function better than the old one.

4.2 Coalescence of two kissing bubbles

Consider two kissing bubbles of the same size. This problem has been considered in [21].
In this case the physical parameters are set to be

η =0.02, λ=0.1, ν=0.1, γ=0.1.

The computational parameters are Ω = 2×2×4, dt = 0.002, α = 10, and a moving mesh
containing 32×32×64 nodes is used. It is noted that η is the capillary width (mixing
region) of the fluids, λ/η is the surface tension constant, ν is the viscosity and γ is the
“elastic” relaxation time. Fig. 3 shows the shape evolution of two kissing bubbles and
the meshes on the central slice at the indicated time instances. As time evolves, the two
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Figure 1: Re-visit of Example 1 of [21]: phase evolution of a cubic bubble at t = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6,
0.7, 1.2, 1.4, 1.7, 2.5.

Figure 2: Re-visit of Example 1 of [21]: ‖φ(•,t)‖∞ computed by using the original multiplier and the modified
version (3.7).
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Figure 3: Coalescence of two kissing bubbles, η =0.04, λ=0.1, ν=0.1, γ=0.1, 32×32×64 grid in an 1×1×2
domain. t = 0,0.1,0.3,0.6,0.8. The bottom figures show the computational meshes (t = 0.8). The box regions
are magnified in the next figure.

bubbles coalesce into one big elliptic bubble. Then it oscillates between an ellipsoid and
a sphere, and eventually stabilizes as one circular bubble. This is the combination of the
surface tension effect and the elastic effect from the phase equation. Fig. 3 also shows
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Figure 4: Rising bubble example: (a) the bubble evolution: t=1,4,7 (b) the rising Reynolds number, obtained
with two fixed grids (16×16×32, 32×32×64) and one moving grid (16×16×32).

computational mesh at t = 0.8 which is locally magnified. On one hand, it can be seen
that most of the mesh nodes are clustered in the region of the interface. On the other
hand, it is clearly observed that the meshes obtained by using our method are locally
uniform and globally smooth. As a result, a good approximation of the phase function
near the interface is obtained.

4.3 Bubble rising

The rising bubble problem is a classical example for validating multi-fluid flow simula-
tions, see, e.g., [10, 30]. Bubbles with lower density than the surrounding fluid tend to
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rise, due to the buoyancy effects resulting from the pressure gradient caused by gravity.
For high surface tension, λ = ση/ρ0gD2, bubbles remain nearly spherical and rise in a
steady-state fashion with constant velocity and shape. In terms of the non-dimensional
numbers, we set η = 0.04, λ = 0.04, ν = 1.0/103/4, γ = 0.01, ρo/ρb = 20, µ0/µb = 20 (same
parameters as used in Fig. 1(b) of [30]). These non-dimensional parameters can, for exam-
ple, be realized using air bubbles of diameter 1.9 mm in the standard engine oil (taking
σ = 0.03N m−1, ρ = 880kg m−3, and µ = 0.21N s m−2), with the exception that the density
and viscosity ratios would be lower. The 1×1×2 domain is covered by a moving mesh
containing 16×16×32 nodes. The time step used is dt=0.002.

For the three-dimensional bubbles, the bubble volume is approximated by

Vb =
∫

vb

dx=
∫

Ω

1

2
(1+φ)dx. (4.1)

The centroid and the vertical centroid are found respectively by

Zc =
1

Vb

∫

vb

zdx=
∫

Ω

1

2
(1+φ)zdx, Wb =

1

Vb

∫

vb

wdx=
∫

Ω

1

2
(1+φ)wdx. (4.2)

In Fig. 4, we plot the evolution of the rising bubble and the rising Reynolds numbers with
three different grid resolutions. The Reynolds number is defined by

Re=ρ f DWb/µ f =Wb/ν. (4.3)

The accuracy of the moving method is checked by comparing its result with fixed grid
results. On a coarse 16×16×32 grid, it is observed that the initial unsteady motion is well
resolved, both on fixed and adaptive grid, but the agreement is lost after t≥0.5. Results
for a fixed 32×32×64 grid simulation are also included, which indicate that the moving
mesh result on the coarse mesh has essentially converged.

4.4 Non-axisymmetric merging of two bubbles

In Fig. 5, we display the interaction of two viscous gas bubbles in a liquid. The density
ratio is 20:1 and the viscosity ratio is 26:1. The dimensionless parameters we use for this
problem are

η =0.04, λ=η/We=0.02η, ν=1/503/4, γ=0.01, Fr=1.

The domain has a dimensionless size 4×4×8, and the basic tetrahedral mesh contains
32×32×64 nodes. For this problem, we start off with two spherical bubbles whose centers
are offset in the “x” direction by one bubble radii R and offset in the “z” direction by
2.3R. This setting is the same as the one used by [25, 30]. In Fig. 6, the left plot shows the
actual elements neighboring the plane y=2, and the right one shows the actual elements
neighboring the surface of the bubbles.
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Figure 5: Non-axisymmetric merging of two viscous gas bubbles (η = 0.04, λ = η/We = 0.02η, ν = 1/503/4,
γ=0.01 and Fr=1). The moving tetrahedral mesh contains 32×32×64 nodes. t=0.0,1.0,2.0,3.0,4.0.

Figure 6: Non-axisymmetric merging of two viscous gas bubbles: the moving tetrahedral mesh contains 32×
32×64 nodes. t=3.0.

As the bubbles rise they deform considerably. The bottom of the top bubble folds
upward and deforms the lower bubble into a “pear” shape, pointing toward the top one.
The top bubble continues to deform and draws the lower bubble. This observation is in
qualitative agreement with [30]. Although we have calculated the process for a longer
time, the upward suction by the top bubble is not so strong as [30]. Our result seems
quite similar to that given by [25]. The interfaces in [30] (front tracking method) and [25]
(level set method) remain sharp. In contrast, formulating a phase-field model requires
an asymptotic expansion analysis be performed with a small parameter proportional to
the interface width η. The phase-field method has an approximate representation of the
front location, resulting possible difference with the front tracking or level set modelings.

In Fig. 7, we compare the results obtained on moving mesh grids with 32×32×64
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fixed 64x64x128

moving 32x32x64

fixed 64x64x128

moving 32x32x64

Figure 7: Non-axisymmetric merging of two viscous gas bubbles: the interface in a slice (y = 1, n = (0,1,0))
obtained by the uniform tetrahedral mesh with 64×64×128 cells (thin) and the moving tetrahedral mesh with
32×32×64 cells (thick). t=2.0 (left) and 3.0 (right).

cells and on fixed grids with 64×64×128 cells. We observe a good agreement between
the two results.

5 Concluding remarks

In this work, we present an adaptive moving mesh algorithm for meshes of unstructured
tetrahedra in three dimensions. The algorithm automatically adjusts the size of the el-
ements with time and position in the physical domain to resolve the relevant scales in
multiscale physical systems while minimizing computational costs. To demonstrate the
performance of the proposed 3D moving mesh strategy, the algorithm is implemented in
finite element simulations of deformable droplet and fluid-fluid interface interactions in
multiphase flows. There have been many proposed models and numerical computations
for simulating interfacial dynamics in filament breakdown and drop formulation, includ-
ing the level set approach and phase-field approach. However, most of the simulations
have been restricted to two space dimension computations due to large computational
cost involved. In this work, we propose a general framework on designing an adaptive
moving grid method useful for this kind of simulations.

Although the PDE time-evolution algorithm used in this work is based on the finite
element approach, it should be pointed out that there have been extensive studies of
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moving mesh algorithms based on finite difference approaches, see, e.g., [3,9,28]. Moving
mesh methods based on finite difference (or finite volume) methods enjoy the simplicity
in coding and are more appropriate for problems where finite difference methods have
shown advantages (such as nonlinear hyperbolic problems). Apart from the flexibility
of solution domains, another reason for using finite elements but not finite differences in
this work is that with finite element methods we can avoid using pointwise interpolation
which was used in many moving mesh finite difference methods. Instead a more natural
continuous type solution interpolation procedure can be used.
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Merging of two bubbles
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Figure 8: The maximum of the phase function is well preserved.

We close by discussing two issues related to the models and the numerical methods
used in this work. The first issue is the preservation of the magnitude of the phase field
function φ, which should satisfy ‖φ‖∞ = 1. In Fig. 8, we plot ‖φ‖∞ = 1 for the last three
test problems, with the modified formula (3.7). The results are found very satisfactory.

The second issue is the merit of the use of moving mesh methods. We compared the
efficiency of the moving mesh methods for the nonaxisymmetric merging of two bubbles
in Section 4.4. The comparisons are based on two aspects: the CPU time and the stor-
age used for the same resolution. To reach similar accuracy, the fixed mesh simulation
requires at least 64×64×128 cells to match that for a moving mesh with 32×32×64 cells.
In other words, a total of 8 times storage saving is gained. We point out that the storage
usage is less important in 2D computations, but it becomes very important in 3D sim-
ulations. To reach t = 4, the simulation on the moving grid with 32×32×64 cells takes
about 20h 30min in a Xeon 3.0GHz machine, while the simulation on the 64×64×128
fixed mesh takes about 106h 20min.
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