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ABSTRACT. The convergence of a class of combined spectral-finite difference methods using Hermite basis, applied to the Fokker-Planck equation, is studied. It is shown that the Hermite based spectral methods are convergent with spectral accuracy in weighted Sobolev space. Numerical results indicating the spectral convergence rate are presented. A velocity scaling factor is used in the Hermite basis and is shown to improve the accuracy and effectiveness of the Hermite spectral approximation, with no increase in workload. Some basic analysis for the selection of the scaling factors is also presented.

1. INTRODUCTION

In the studies on Brownian motion we are principally concerned with the perpetual irregular motions exhibited by small grains or particles of colloidal size immersed in a fluid. The perpetual motions of the Brownian particles are maintained by fluctuations in the collisions with the molecules of the surrounding fluid. Under normal conditions, in a liquid, a Brownian particle will suffer about $10^{21}$ collisions per second and this is so frequent that we cannot really speak of separate collisions. Also, since each collision can be thought of as producing a kink in the path of the particle, it follows that we cannot hope to follow the path in any detail. The modern theory of the Brownian motion of a free particle (i.e., in the absence of an external field of force) generally starts with Langevin’s equation

$$\frac{du}{dt} = -\beta_0 u + A(t),$$

(1.1)

where $u$ denotes the velocity of the particle. According to this equation, the influence of the surrounding medium on the motion of the particle can be split into two parts: first, a systematic part $-\beta_0 u$ representing a dynamical friction experienced by the particle and second, a fluctuating part $A(t)$ which is a characteristic of the Brownian motion.

In an analysis of the Brownian movement we regard as impracticable a detailed description of the motions of the individual particles. Instead, we emphasize the essential stochastic nature of the phenomenon and seek a description in terms of...
the probability distributions of velocity and/or position at a later time starting from given initial distributions. The Fokker-Planck equation deals with those probability distribution of position and velocity under quite general circumstances. For example, let $\Delta t$ denote a time interval long compared to the periods of fluctuations of the acceleration $\mathbf{A}(t)$ occurring in the Langevin equation but short compared to intervals during which the velocity of a Brownian particle changes by appreciable amounts. In this case we should expect to derive the distribution function $W(\mathbf{u}, t + \Delta t)$ governing the probability of occurrence of $\mathbf{u}$ at time $t + \Delta t$ from the distribution $W(\mathbf{u}, t)$ at time $t$ and a knowledge of the transition probability that $\mathbf{u}$ suffers an increment $\Delta \mathbf{u}$ in time $\Delta t$. By expanding $W(\mathbf{u}, t \pm \Delta t)$ in the form of Taylor series and passing to the limit $\Delta t \to 0$, we can obtain a special form of the Fokker-Planck equation in velocity space to describe the Brownian motion of a free particle:

$$\frac{\partial W}{\partial t} = \beta_0 \text{div}_\mathbf{u}(\mathbf{u} W) + \beta_0 q^2 \nabla^2 \mathbf{u} W \tag{1.2}$$

where $q$ is a positive constant called thermal velocity. Equation (1.2) is one of the simplest Fokker-Planck equations. By solving (1.2) starting with $W(\mathbf{u}, 0)$ for $t = 0$ and subject to the appropriate boundary conditions, one obtains the distribution function $W(\mathbf{u}, t)$ for all later times. Once we have found $W(\mathbf{u}, t)$, any averaged value of the velocity can be calculated based on simple integrations. The derivations for (1.2) and more general forms of the Fokker-Planck equations can be found in Chandrasekhar [13] and Risken [35]. The Fokker-Planck equation is now used in a number of different fields in natural science, such as solid-state physics, quantum optics, chemical physics, theoretical biology and circuit theory. The theoretical analysis for the Fokker-Planck equation can be also found in many literatures (see, e.g., Diperna and Lions [15] and Perthame [34]).

Over the past decades it has turned out that the Fokker-Planck equation provides a powerful tool with which the effects of fluctuations close to transition points can be adequately treated and that the approaches based on the Fokker-Planck equation are superior to other approaches, e.g., based on Langevin equations (1.1) (see, e.g., [25, 35]). Quite generally, the Fokker-Planck equation plays an important role in problems which involve noise, e.g., in electrical circuits. Various methods of solutions for the Fokker-Planck equation have been proposed, including transformation to Schrödinger equations, WKB methods, and matrix continued-fraction methods (see, e.g., Chapters 5 and 6 of [35]). Although analytic solutions of the Fokker-Planck equations can be found in some special cases, in general it is difficult to obtain them especially if separation of variables is impossible or if boundary values are prescribed. In general cases, numerical methods have become important in obtaining the approximate solutions of the Fokker-Planck equation. One class of works to solve the Fokker-Planck equation analytically is based on a proposal by Brinkman to expand the velocity part of the probability distribution function in Hermite functions [7]. Recursion relations for the position and time-dependent expansion coefficients follow from the recursion relations for Hermite polynomials and eigensolutions of the Fokker-Planck equation are sought. His approach has become one of the most popular methods used for solving the Fokker-Planck equation, not only for the Cauchy problems (for which some analytical solutions can be obtained) but also for the initial-boundary value problems (for which analytical solutions are in general unavailable).
Motivated by the work of Brinkman, a class of numerical methods have been proposed to solve the Fokker-Planck equation by using the Hermite functions in velocity as spectral basis (see, e.g., Boyd \[4, 5\] and Tang et al. \[39, 40\]). To better illustrate the ideas of the methods, we will consider only a special class of the Fokker-Planck equation, namely, the Kramers equation \[28\]. The numerical and analysis techniques used in this work can be easily extended to other types of the Fokker-Planck equations. The Kramers equation is an equation of motion for distribution functions in position and velocity space describing the Brownian motion of particles in an external field. In the one-dimensional case it has the form,

\[
\frac{\partial W}{\partial t} = -v \frac{\partial W}{\partial x} + \beta_1 \frac{\partial (vW)}{\partial v} - \frac{F_1(x)}{m} \frac{\partial W}{\partial v} + \frac{\beta_1 kT}{m} \frac{\partial^2 W}{\partial v^2}.
\]

Here \(W\) is the probability density, \(\beta_1\) is the damping constant (\(\tau = 1/\beta_1\) is the relaxation time), \(m\) is the mass of the particle, \(T\) is the temperature of the fluid, \(k\) is the Boltzmann’s constant, and \(F_1(x) = -mf'(x)\) is the external force where \(mf(x)\) is the potential. For Brownian motion of particles, whose probability density \(W\) in phase space is a solution of the Fokker-Planck equation (1.3), the boundary conditions become complicated. For one-dimensional boundary value problems, it will not be well-posed if we propose boundary conditions on the left and right walls \(x = x_{\text{min}}, x = x_{\text{max}}\) and \(|v| < \infty\). To see this, we consider the case that there are absorbing walls at the left- and right-hand sides of the domain \(x_{\text{min}} \leq x \leq x_{\text{max}}\).

In this case, at the left side of the domain \(x = x_{\text{min}}\) we require that the probability current in \(x\)-direction must vanish for those particles leaving the wall into the domain, i.e., for the particles with positive velocities. Therefore, we must require that the probability density for positive velocities is zero at \(x = x_{\text{min}}\),

\[
W(x_{\text{min}}, v, t) = 0, \quad \text{for} \quad v > 0.
\]

Similarly, since we have an absorbing wall at \(x = x_{\text{max}}\), we have

\[
W(x_{\text{max}}, v, t) = 0, \quad \text{for} \quad v < 0.
\]

Kramers was able to derive rate expressions for various ranges of the damping constant \(\beta_1\). For a piecewise parabolic potential, Blomberg \[8\] derived an analytical solution for strong damping in terms of parabolic cylinder functions and a numerical scheme useful towards weaker damping based on a truncated expansion in the same functions. Voigtlaender and Risken \[44, 45\] have performed extensive studies of other potentials by a method of matrix continued fractions. Burschka and Titulat \[9, 10\] calculated probability densities for the equation (1.3) with the absorbing boundary conditions (1.4)–(1.5). Several numerical methods, such as finite difference methods \[12\], Galerkin method \[33\] and mixed Hermite spectral-finite difference method \[13, 40\] have also been developed to solve the Fokker-Planck problems. Tang et al. \[40\] developed a mixed Hermite spectral-finite difference method, i.e., the Hermite spectral approximation in the velocity direction and finite-difference in the \(x\)-direction, for solving the Fokker-Planck equation with finite boundaries in space. The advantages for using Hermite basis in velocity are the following: (i) they form a complete system; (ii) they have correct natural boundary conditions in velocity space \(\infty < v < \infty\); and (iii) they lead to the tridiagonal structure of the coupling system. Spectral methods based on Hermite functions have been implemented before but were dismissed because of their poor resolution properties \[19, 18\]. However, recent works of Tang \[39\] and Holloway et al. \[26, 36\] suggest
that with proper selection of the scaling factors the Hermite basis can be quite competitive when modeling functions with Gaussian-shaped profiles. In solving the Vlasov equations [18, 27], it was found that without careful velocity scaling of the Hermite functions, spectral expansions with 500 to 1500 Hermite modes are required to achieve only moderate accuracy levels. For plasma kinetics simulation, a recent paper by Schumler and Holloway [36] indicates that the Hermite based spectral methods are very efficient and extremely stable when velocity scaling and symmetric weighting are used.

While the Legendre- and Chebyshev-spectral approximations for PDEs in bounded domains have achieved great success and popularity in recent years (see, e.g., [3, 11, 16, 19]), spectral approximations for PDEs in unbounded domains have received only limited attention. Some earlier works on the convergence analysis of spectral methods in unbounded domains have been given by Funaro and Kavian [17], Guo [23] (on Hermite spectral approximations); by Mavriplis [32], Shen [37] (on Laguerre approximations); by Boyd [6], Grosch and Orszag [20] (on rational polynomial approximations). Although Hermite-spectral approximations have been used successfully in approximating the solutions to the Fokker-Planck equations (and also the Vlasov equations), there has been little convergence analysis for these numerical schemes. The main objective of this work is to provide a rigorous theoretical analysis for this class of spectral methods. For ease of notation, we consider the following normalized form of the Fokker-Planck equation with boundary and initial conditions:

\begin{equation}
\frac{\partial W}{\partial t} + v \frac{\partial W}{\partial x} - \beta \frac{\partial}{\partial v} (vW) + F(x) \frac{\partial W}{\partial v} - \beta \mu \frac{\partial^2 W}{\partial v^2} = 0, \quad |x| < Y, |v| < \infty, \quad t > 0,
\end{equation}

\begin{align*}
W(-Y, v, t) &= b_L(v, t) \quad \text{for} \quad v \geq 0, \quad t > 0, \\
W(Y, v, t) &= b_R(v, t) \quad \text{for} \quad v \leq 0, \quad t > 0, \\
W(x, v, 0) &= w(x, v) \quad |x| \leq Y, \quad |v| < \infty.
\end{align*}

Since problem (1.6) is hyperbolic-like in the $x$-direction, we will adopt the upwinding approximations for the term involving $\partial_x W$. Three types of combined Hermite spectral-upwinding difference schemes for (1.6) will be constructed and analyzed. Roughly speaking, the main result of this paper is the following: If the solutions of (1.6) decay exponentially to zero as $|v| \to \infty$, then the error between the exact solution $W$ and the mixed spectral-difference solution satisfies

\begin{equation}
\|\text{Error}\| = O(\Delta t^\alpha + \Delta x) + O(N^{-\gamma})
\end{equation}

where $\Delta t$ and $\Delta x$ are stepsizes in the time- and $x$-directions respectively, $N$ is the number of the basis functions used in the $v$-direction, $\alpha = 1$ or 2 depending on the order of the truncation errors associated with the finite difference approximations in time, and $\gamma > 0$ is a large number depending on the regularity of the exact solution of (1.6). In order to obtain the first part of the error bounds $O(\Delta t^\alpha + \Delta x)$, we will do the following:

- Use the energy-type methods to deal with the hyperbolic system induced by the spectral approximation in velocity:

\begin{equation}
\frac{\partial f}{\partial t} + A \frac{\partial f}{\partial x} = Bf + G.
\end{equation}
With the classical energy analysis, we can show that the errors for suitable numerical approximations should be bounded by the truncation error times $e^{\|B\|_* t}$ with $\|B\|_*$ being some norm of $B$. The problem is that the norm for $B$ may be proportional to $N$, the number of expansion terms for the spectral expansions. As a consequence, the classical results may not be applied directly. Instead some special treatment for the matrix $B$ should be employed in order to obtain appropriate energy estimates.

- Use some new estimates developed in the next section to bound the coefficients of the Hermite expansions. In order to estimate the spectral convergence rate, one of the key ingredients is the use of the approximation theory results of Lubinsky et al. [29, 30].

The contents of this paper are organized as follows. In Section 2, we establish some results on the Hermite approximation. In Section 3, we consider several discrete hyperbolic systems and the properties of their solutions. Results in these two sections will play important roles in the error analysis. Then we construct the combined Hermite spectral-upwinding difference schemes and prove their convergence rates in Section 4. Numerical experiments are carried out in Section 5, which are used to verify the theoretical results obtained in Section 4. Some discussions on the selections of the scaling factors in Hermite functions are also included in this section. We point out that the theoretical results on the Hermite approximation and some techniques developed in this paper are also useful for analyzing other problems in unbounded domains.

2. Some results on Hermite approximation

Based on the choice of the weight function $\omega(v)$ there exist several kinds of Hermite approximations. The first one is to use the standard Hermite polynomials as the base functions (see Szegő [38], Gottlieb and Orszag [19], Canuto et al. [11], Bernardi and Maday [9], and Guo [22]). In this case, $\omega(v) = e^{-v^2}$. Recently, Guo [23] established some approximation results in the corresponding weighted Sobolev space, which were successfully used in the analysis of the Hermite spectral method for some nonlinear problems. Funaro and Kavian employed the Hermite functions as the basis functions with the weight function $\omega(v) = e^{v^2/4}$. They also derived some approximation results important in the analysis of the related Hermite spectral method for differential equations. Tang et al. [39] and Tang [40] considered orthogonal systems with the weight functions $\omega(v) = e^{\alpha^2 v^2}$ and $\omega(v) \equiv 1$, respectively. The orthogonal systems have been used for numerical simulations on certain differential equations. In general, the choice of $\omega(v)$ depends on the asymptotic behaviour of the solutions of the considered problems. In many problems arising in quantum mechanics and statistical physics, the solutions decay exponentially as $|v| \to \infty$. In this case, it is reasonable to take the basis functions as those used in Funaro and Kavian [17], or as in Tang et al. [40].

In this paper, we will confine our work to the case $\omega(v) = e^{\alpha^2 v^2}$ with $\alpha > 0$. We begin by introducing some notation. Let

$$L^2_\omega(\mathbb{R}) = \left\{ u \mid u \text{ is measurable and } \|u\|_{\omega, \mathbb{R}} < \infty \right\}$$
be equipped with the norm
\[ \|u\|_{\omega, R} = \left( \int_R u^2(v)\omega(v)dv \right)^{\frac{1}{2}}. \]

The associated inner product is
\[ (u, w)_{\omega, R} = \int_R u(v)w(v)\omega(v)dv. \]

For any nonnegative integer \( m \),
\[ H_m^n(R) = \left\{ u \mid \frac{d^k u}{dv^k} \in L^2_\omega(R), \quad 0 \leq k \leq m \right\} \]
with the following semi-norm and norm,
\[ |u|_{m, \omega, R} = \left\| \frac{\partial^m u}{\partial v^m} \right\|_{\omega, R}, \quad \|u\|_{m, \omega, R} = \left( \sum_{k=0}^{m} |u|_{k, \omega, R}^2 \right)^{\frac{1}{2}}. \]

In particular, \( \|u\|_{0, \omega, R} = |u|_{\omega, R} \). Moreover, for any \( r > 0 \), we define the space \( H^r_\omega(R) \) and its norm \( \|u\|_{r, \omega, R} \) by space interpolation as in Adams \[2\].

Now let \( H_n(v) \) be the Hermite polynomial of degree \( n \),
\[ H_n(v) = (-1)^n e^{v^2} \frac{d^n}{dv^n} (e^{-v^2}). \]

The generalized Hermite function \( \tilde{H}_n(v) \) is given by
\[ \tilde{H}_n(v) = d_n H_n(\alpha v) e^{-\alpha^2 v^2}, \quad \alpha > 0, \quad n \geq 0, \]
where \( d_n = 1/\sqrt{2^n n!} \). The function \( \tilde{H}_n(v) \) is the \( n \)-th eigenfunction of the following singular Liouville problem:
\[ \frac{d}{dv} \left( e^{-\alpha^2 v^2} \frac{d}{dv} (e^{\alpha^2 v^2} u(v)) \right) + \lambda u(v) = 0, \quad v \in \mathbb{R}. \]

The corresponding eigenvalues are \( \lambda_n = 2\alpha^2 n \). It can be shown that, for all \( n \geq 0 \),
\[ \alpha v \tilde{H}_n(v) = \sqrt{\frac{n+1}{2}} \tilde{H}_{n+1}(v) + \sqrt{\frac{n}{2}} \tilde{H}_{n-1}(v), \]
\[ \frac{d\tilde{H}_n(v)}{dv} = -\alpha \sqrt{2(n+1)} \tilde{H}_{n+1}(v), \]
\[ \frac{d\tilde{H}(v)}{dv} = -\sqrt{(n+1)(n+2)} \tilde{H}_{n+2}(v) - (n+1) \tilde{H}_n(v), \]
\[ \frac{d^2 \tilde{H}_n(v)}{dv^2} = 2\alpha^2 \sqrt{(n+1)(n+2)} \tilde{H}_{n+2}(v), \]
where \( \tilde{H}_j(v) \equiv 0 \) for \( j < 0 \). The set of functions \( \tilde{H}_n(v) \) is the \( L^2_\omega(R) \)-orthogonal system, namely,
\[ \int_R \tilde{H}_m(v) \tilde{H}_n(v) \omega(v)dv = \frac{\sqrt{\pi}}{\alpha} \delta_{m,n} \]
where \( \delta_{m,n} \) is the Kronecker delta. By the second recurrence relation in (2.11), the set of derivatives for \( \tilde{H}_n(v) \) is also an orthogonal system, i.e.,
\[ \int_R \frac{d\tilde{H}_m(v)}{dv} \frac{d\tilde{H}_n(v)}{dv} \omega(v)dv = 2\alpha(n+1)\sqrt{\pi} \delta_{m,n}. \]
For any \( u \in L^2_\omega(\mathbb{R}) \), we can expand \( u \) in the following form:

(2.14) \[
    u(v) = \sum_{n=0}^{\infty} \hat{u}_n \tilde{H}_n(v)
\]

with the Hermite coefficients

\[
    \hat{u}_n = \frac{\alpha}{\sqrt{\pi}} \int_\mathbb{R} u(v) \tilde{H}_n(v) \omega(v) dv, \quad n \geq 0.
\]

We now turn to the approximation theory of the Hermite approximation. Let \( N \) be any positive integer and \( \mathbb{P}_N \) be the set of polynomials of degree at most \( N \). Define

(2.15) \[
    V_N := \left\{ q(v) e^{-\alpha^2 v^2} \mid q(v) \in \mathbb{P}_N \right\}.
\]

To analyze the spectral convergence property for the Hermite spectral method, the following inverse inequalities and imbedding inequalities are needed.

**Lemma 2.1.** For any \( \phi \in V_N \),

\[
    |\phi|_{1, \omega, \mathbb{R}} \leq \alpha \sqrt{2(N + 1)} \| \phi \|_{\omega, \mathbb{R}}.
\]

**Proof.** Clearly \( \phi \in L^2_\omega(\mathbb{R}) \). Since \( \phi \in V_N \), there exist coefficients \( \hat{\phi}_n \) such that

\[
    \phi(v) = \sum_{n=0}^{N} \hat{\phi}_n \tilde{H}_n(v).
\]

This, together with (2.12)–(2.13), yields

\[
    |\phi|_{1, \omega, \mathbb{R}}^2 = 2\alpha \sqrt{\pi} \sum_{n=0}^{N} (n+1) \hat{\phi}_n^2 \leq 2\alpha \sqrt{\pi} (N + 1) \sum_{n=0}^{N} \hat{\phi}_n^2 = 2\alpha^2 (N + 1) \| \phi \|_{\omega, \mathbb{R}}^2,
\]

which implies the desired result. \( \square \)

**Lemma 2.2.** For any \( u \in H^1_\omega(\mathbb{R}) \),

\[
    \| u \|_{\omega, \mathbb{R}} \leq \frac{\sqrt{2}}{\alpha} |u|_{1, \omega, \mathbb{R}}, \quad \| vu \|_{\omega, \mathbb{R}} \leq \frac{1}{\alpha^2} |u|_{1, \omega, \mathbb{R}}.
\]

**Proof.** Since \( u \in H^1_\omega(\mathbb{R}) \), \( u(v) \omega^{1/2}(v) \to 0 \) as \( |v| \to \infty \). By integration by parts,

(2.16) \[
    \left| \int_\mathbb{R} vu^2(v) \omega(v) dv \right| = \frac{1}{2\alpha^2} \left| \int_\mathbb{R} u^2(v) d\omega(v) \right| = \frac{1}{\alpha^2} \left| \int_\mathbb{R} u(v) \frac{du(v)}{dv} \omega(v) dv \right| \leq \frac{1}{\alpha^2} \| u \|_{\omega, \mathbb{R}} \| u \|_{1, \omega, \mathbb{R}}.
\]

The boundedness of the last term implies that \( vu^2(v) \omega(v) \to 0 \) as \( |v| \to \infty \). As a result, using integration by parts gives

\[
    \| vu \|_{\omega, \mathbb{R}}^2 = \frac{1}{2\alpha^2} \int_\mathbb{R} vu^2(v) d\omega(v) = -\frac{1}{2\alpha^2} \int_\mathbb{R} u^2(v) \omega(v) dv - \frac{1}{\alpha^2} \int_\mathbb{R} vu(v) \frac{du(v)}{dv} \omega(v) dv,
\]

whence

\[
    \| vu \|_{\omega, \mathbb{R}}^2 + \frac{1}{2\alpha^2} \| u \|_{\omega, \mathbb{R}}^2 \leq \frac{1}{\alpha^2} \| vu \|_{\omega, \mathbb{R}} \| u \|_{1, \omega, \mathbb{R}}.
\]

Then the desired results follow from the above inequality and (2.16). \( \square \)
Lemma 2.3. For any \( u \in H^1_\omega(\mathbb{R}) \) and all \( v \in \mathbb{R} \),
\[
|u(v)| \leq \sqrt{2} e^{-\alpha |v|} \|u\|_{1,\omega,\mathbb{R}}.
\]

Proof. By Lemma 2.2,
\[
u^2(v)e^{\alpha^2 v^2} = \int_{-\infty}^{v} \frac{d}{dv}(u^2(v)e^{\alpha^2 v^2}) dv \\
= 2 \int_{-\infty}^{v} \frac{du}{dv} e^{\alpha^2 v^2} dv + 2 \alpha \int_{-\infty}^{v} vu^2 e^{\alpha^2 v^2} dv \\
\leq \|u\|_{1,\omega,\mathbb{R}}^2 + \alpha \|v u\|_{\omega,\mathbb{R}}^2 + \|u\|_{1,\omega,\mathbb{R}}^2 \\
\leq 2\|u\|_{1,\omega,\mathbb{R}}^2.
\]
This completes the proof of this lemma. \( \square \)

Next we consider the orthogonal projections. The \( L^2_\omega(\mathbb{R}) \)-orthogonal projection \( P_N : L^2_\omega(\mathbb{R}) \rightarrow V_N \) is a mapping such that, for any \( u \in L^2_\omega(\mathbb{R}) \),
\[
(u - P_N u, \phi)_{\omega,\mathbb{R}} = 0, \quad \forall \phi \in V_N.
\]
Equivalently,
\[
P_N u(v) = \sum_{n=0}^{N} \tilde{a}_n \tilde{H}_n(v).
\]

We also introduce the operator \( A \) as
\[
Au(v) = -\frac{d}{dv} \left( e^{-\alpha^2 v^2} \frac{d}{dv} \left( u(v)e^{\alpha^2 v^2} \right) \right).
\]

It follows from Lemma 2.2 that \( A \) is a continuous mapping from \( H^2_\omega(\mathbb{R}) \) to \( L^2_\omega(\mathbb{R}) \). Let \( c \) be a generic positive constant independent of \( N \), which may be different in different places.

Theorem 2.1. For any \( u \in H^r_\omega(\mathbb{R}) \) and \( r \geq 0 \),
\[
\|u - P_N u\|_{\omega,\mathbb{R}} \leq c(\alpha^2 N)^{-\frac{r}{2}} \|u\|_{r,\omega,\mathbb{R}}.
\]

Proof. It follows from the orthogonal relation (2.12) and the Hermite expansion (2.14) that
\[
\|u - P_N u\|_{\omega,\mathbb{R}}^2 = \frac{\sqrt{2\pi}}{\alpha} \sum_{n=N+1}^{\infty} \tilde{a}_n^2.
\]
We first consider any even integer \( r \). Then by the singular Liouville equation (2.10) and integration by parts,
\[
\int_{\mathbb{R}} u(v)\tilde{H}_n(v) \omega(v) dv = -\frac{1}{2\alpha^2 n} \int_{\mathbb{R}} A\tilde{H}_n(v)u(v) \omega(v) dv \\
= -\frac{1}{2\alpha^2 n} \int_{\mathbb{R}} \frac{d}{dv} \left( u(v) \omega(v) \right) \frac{d}{dv} \left( \tilde{H}_n(v) \omega(v) \right) \omega^{-1}(v) dv \\
= \frac{1}{2\alpha^2 n} \int_{\mathbb{R}} A u(v) \tilde{H}_n(v) \omega(v) dv \\
= \cdots \\
(2.20)
\]

\[
(2\alpha^2 n)^{-\frac{r}{2}} \int_{\mathbb{R}} A^\frac{r}{2} u(v) \tilde{H}_n(v) \omega(v) dv.
\]
By virtue of the first two recurrence equations in (2.11), we have

\[ (2.23) \]

It follows from the triangular inequality that

\[ (2.25) \]

Furthermore

\[ (2.21) \]

Next, let \( r \) be any odd integer. Using Liouville equation (2.10) and arguments similar to above gives

\[ (2.23) \]

By virtue of the first two recurrence equations in (2.11), we have

\[ (2.24) \]

Substituting the above two results into (2.23) and using Lemma 2.2 leads to the same result as (2.22) for the case that \( r \) is odd. Therefore, we have proved the inequality (2.18) when \( r \) is an integer. The inequality (2.18) can be established for any \( r \geq 0 \) by using space interpolation.

\[ \square \]

Theorem 2.2. For any \( u \in H^r_\omega(\mathbb{R}) \) and \( 0 \leq \mu \leq r \),

\[ \| u - P_N u \|_{\mu, \omega, \mathbb{R}} \leq c(\alpha^2 N)^\frac{\mu-r}{2} \| u \|_{r, \omega, \mathbb{R}}. \]

Proof. By space interpolation, we only have to use induction to prove the conclusion for any integer \( \mu \). Obviously Theorem 2.1 implies the desired result with \( \mu = 0 \). Now assume it is true for \( \mu - 1 \), which yields

\[ (2.25) \]

It follows from the triangular inequality that

\[ (2.26) \]
Using the second equation of (2.11) gives
\[ P_N \frac{du}{dv}(v) = -\alpha \sum_{n=1}^{N} \sqrt{2n+1} \tilde{u}_{n+1} \tilde{H}_n(v), \]
\[ \frac{d}{dv}(P_N u(v)) = -\alpha \sum_{n=1}^{N+1} \sqrt{2n+1} \tilde{u}_{n+1} \tilde{H}_n(v). \]

As a consequence,
\[ P_N \frac{du}{dv}(v) - \frac{d}{dv}(P_N u(v)) = \alpha \sqrt{2(N+1)} \tilde{u}_N \tilde{H}_{N+1}(v). \]

Next, using Theorem 2.1 yields
\[ \sqrt{\pi} \alpha \| \tilde{u}_N \|_2 \leq \sqrt{\pi} \alpha \| u - P_N u \|_{\omega, R} \leq c (\alpha^2 N)^{-r} \| u \|_{r, \omega, R}. \]

Moreover, it follows from Lemma 2.1 and (2.12) that
\[ \| \tilde{H}_{N+1} \|_{\mu-1, \omega, R} \leq c (\alpha^2 N)^{\mu-1} \| \tilde{H}_{N+1} \|_{\omega, R} \leq \frac{c}{\alpha} (\alpha^2 N)^{\mu-1}. \]

Combining the results (2.27)–(2.29) leads to
\[ \left\| P_N \frac{du}{dv} - \frac{d}{dv}(P_N u) \right\|_{\mu-1, \omega, R}^2 \leq c (\alpha^2 N)^{\mu-r} \| u \|_{r, \omega, R}^2. \]

By inserting (2.25) and (2.30) into (2.26), and also by applying Theorem 2.1 to the last term of (2.26), we complete procedure for the induction.

In order to obtain the optimal error estimation of Hermite approximation to differential equations, we often need to compare the numerical solutions with the \( H_\mu^m(R) \)-orthogonal projections of the exact solutions. The \( H_\mu^m(R) \)-orthogonal projection \( P_N^m : H_\mu^m(R) \rightarrow V_N \) is a mapping such that, for any \( u \in H_\mu^m(R) \),
\[ \left( \frac{d^m}{dv^m} (u - P_N^m u), \frac{d^m}{dv^m} \phi \right)_{\omega, R} = 0, \quad \forall \phi \in V_N. \]

Now, let \( m = 1 \) and assume that
\[ P_N^1 u(v) = \sum_{n=0}^{N} a_n \tilde{H}_n(v). \]

By the second equation of (2.11),
\[ \frac{d}{dv} P_N^1 u(v) = -\alpha \sum_{n=0}^{N} \sqrt{2n+1} a_n \tilde{H}_{n+1}(v). \]

Similarly
\[ \frac{d}{dv} u(v) = -\alpha \sum_{n=0}^{\infty} \sqrt{2n+1} \tilde{u}_n \tilde{H}_{n+1}(v). \]

By substituting the above two equalities into (2.31) and taking \( \phi = \tilde{H}_n(v), 0 \leq n \leq N \), we know from the second equation of (2.11) and (2.12) that \( a_n = \tilde{u}_n \) for all \( 0 \leq n \leq N \). It means that \( P_N^1 \) is exactly the same as \( P_N \). It is also true for \( P_N^m \). So it suffices to compare the numerical solutions with the \( L_\omega^2(R) \)-orthogonal projections.
of the exact solutions in the numerical analysis of Hermite spectral approximation
to differential equations of any order. This feature is one of advantages of the
Hermite function (2.9).

Remark 2.1. If \( \alpha = \frac{1}{2} \), then the \( \tilde{H}_n(v) \) becomes the Hermite function as discussed
in Funaro and Kavian [17]. Theorem 2.1 generalizes the corresponding results in
[17], while other results in this section are new, which make the use of the method
of Funaro and Kavian possible for more general problems.

3. Some results on discrete hyperbolic systems

In this section, we investigate some discrete hyperbolic systems arising in the
combined Hermite spectral-upwinding difference schemes for (1.6). Without loss
of generality, we assume that the solution interval in \( x \) is \([-1, 1]\), i.e., \( Y = 1 \) in
(1.6). To begin with, we introduce some notation useful in our error analysis. Let
\( I = (-1, 1) \) and \( h = \frac{1}{M} \), with \( M \) a fixed positive integer. Let
\( I_h = \{ x = jh \mid -M + 1 \leq j \leq M - 1 \} \) and \( \bar{I}_h = I_h \cup \{-1, 1\} \).

For any scalar functions \( u, w \in C(\bar{I}) \), the discrete inner product and the discrete
norm are defined by
\[
(u, w)_h = h \sum_{x \in I_h} u(x)v(x), \quad \|u\|_h = (u, u)_{\frac{h}{2}}.
\]

For any vector functions \( u = [u_0, \ldots, u_N]^T \) and \( w = [w_0, \ldots, w_N]^T \)
\[
(u, w)_h = h \sum_{x \in I_h} u^T(x)w(x), \quad \|u\|_h = (u, u)_{\frac{h}{2}}.
\]

Next, let \( \tau \) be the mesh size of the variable \( t \),
\[
Q_\tau = \left\{ t = k\tau \mid 1 \leq k \leq \left\lfloor \frac{T}{\tau} \right\rfloor \right\} \quad \text{and} \quad \bar{Q}_\tau = Q_\tau \cup \{0\}.
\]

We shall use the following notation:
\[
\Delta_x u(x, t) = \frac{1}{h}(u(x + h, t) - u(x, t)), \quad \nabla_x u(x, t) = \Delta_x u(x - h, t),
\]
\[
\Delta_t u(x, t) = \frac{1}{\tau}(u(x, t + \tau) - u(x, t)), \quad \nabla_t u(x, t) = \Delta_t u(x, t - \tau),
\]
\[
(3.32) \quad \bar{u}(x, t) = \frac{1}{2}(u(x, t) + u(x, t + \tau)),
\]

where the first four represent the usual forward or backward difference quotients,
and the last one is the average in time. Let \( \lambda_n \) be \((N + 1)\) distinct real numbers,
arranged as
\[
\lambda_0 < \lambda_1 < \cdots < \lambda_q < 0 < \lambda_{q+1} < \cdots < \lambda_N.
\]

We then split the diagonal matrix \( \Lambda = \text{diag}(\lambda_0, \lambda_1, \cdots, \lambda_N) \) into the positive and
negative parts respectively, i.e., \( \Lambda = \Lambda^+ + \Lambda^- \), where
\[
\Lambda^\pm = \text{diag}\left(\lambda_0^\pm, \lambda_1^\pm, \cdots, \lambda_N^\pm\right)
\]
with $\lambda^+ = \max(\lambda, 0)$ and $\lambda^- = \min(\lambda, 0)$. We also denote $D_1$ and $D_2$ as the following constant matrices:

$$(3.33) \quad D_1 = \text{diag}[1, \ldots, 1, 0, \ldots, 0], \quad D_2 = \text{diag}[0, \ldots, 0, 1, \ldots, 1].$$

The main purpose of this section is to provide an energy-type analysis for the numerical approximations of the hyperbolic system of the following type:

$$(3.34) \quad \frac{\partial f}{\partial t} + A \frac{\partial f}{\partial x} = Bf + G.$$ 

In dealing with the above equation, the matrix $B$ requires some special attention since the matrix norm of $B$ may be dependent of $N$, the number of terms for the Hermite spectral expansion. We make two assumptions on $B$:

- (H$_1$): The 2-norm of the coefficient matrix $B$ is uniformly bounded with respect to $N$. Namely, there exists a constant $C_1$, independent of $N$, such that for any vector $u \in R^{(N+1)}$

  $$(u, Bu)_h \leq C_1 \|u\|_h^2.$$ 

- (H$_2$): The 2-norm of the coefficient matrix $B$ is not uniformly bounded with respect to $N$, but instead there exist a constant $C_2$, independent of $N$, and a constant $d_N$, such that for any vectors $u, v \in R^{(N+1)}$

  $$(u, (d_N I + B)v)_h \leq \frac{d_N}{2} \left( \|u\|_h^2 + \|v\|_h^2 \right) + C_2 \left( \|u\|_h^2 + \|v\|_h^2 \right).$$

For implicit schemes below, it can be verified that the assumption (H$_1$) is satisfied, i.e., the standard 2-norm of the matrix $B$ is bounded. However, for an explicit scheme, the 2-norm of the matrix $B$ is no longer bounded, which gives some difficulties in the energy-method analysis. This is the reason that we propose the assumption (H$_2$). It will be verified in next section that the matrix $B$ associated with the explicit scheme satisfies the assumption (H$_2$).

3.1. Implicit scheme I. Let $f(x, t)$ be a vector function with the components $f_n(x,t), 0 \leq n \leq N$, defined on $I_h \times \bar{Q}_r$. The first discrete hyperbolic system is as follows:

$$(3.35) \quad \begin{cases} \Delta_t f(x, t) + \frac{1}{\alpha} \Lambda^+ \Delta_x \bar{f}(x, t) + \frac{1}{\alpha} \Lambda^+ \nabla_x \bar{f}(x, t) = B(x)\bar{f}(x, t) + \bar{G}(x, t), & x \in I_h, t \in \bar{Q}_r, \\ D_1 f(1, t) = g_1(t), \quad D_2 f(-1, t) = g_2(t), & t \in Q_r, \\ f(x, 0) = f_0(x), & x \in I_h, \end{cases}$$

where $\alpha > 0$ is a positive constant, $B(x)$ is a given matrix dependent on $x$, $G(x, t)$ is a given source term, $\bar{f}$ and $\bar{G}$ are the averages defined by (3.32), and $g_1(t)$ and $g_2(t)$ are given vector functions with the following form:

$$g_1(t) = [g_{1,0}, \ldots, g_{1,q}, 0, \ldots, 0]^T,$$

$$g_2(t) = [0, \ldots, 0, g_{2, q+1}, \ldots, g_{2,N}]^T.$$ 

Clearly (3.35) is only a usual upwinding scheme which is implicit in time. There are many existing results concerning the continuous dependence of $\|f(t)\|_h$ on $\|B\|_h$. 
Theorem 3.1. Let $f(x, t)$ be the solution of (3.34) and time step $\tau$ be sufficiently small. If the matrix $B$ satisfies the assumption $(H_1)$, then, for all $t \in \tilde{Q}_\tau$,

$$
\|f(t)\|_h^2 \leq c e^{ct} G_{h, \tau}(t),
$$

where $c$ is a positive constant independent of $h$, $\tau$ and $N$, and $G_{h, \tau}(t)$ is defined by (3.36)

$$
G_{h, \tau}(t) = ||f_0||^2_h + \sum_{\eta \in \mathcal{Q}_\tau} \left( \|G(\eta)\|^2_h + \|\Lambda^- g_1(\eta)\|^2_h + \|\Lambda^+ g_2(\eta)\|^2_h \right).
$$

3.2. Implicit scheme II. The second finite-difference system to be considered is of the following form:

(3.37)

$$
\begin{cases}
\Delta_t f(x, t) + \frac{1}{\alpha} \Lambda^- \Delta_x f(x, t) + \frac{1}{\alpha} \Lambda^+ \nabla_x f(x, t) = B(x)f(x, t) + G(x, t), & t \in Q, \\
D_1 f(1, t) = g_1(t), & t \in Q, \\
f(x, 0) = f_0(x), & x \in \bar{I}_h.
\end{cases}
$$

In other words, this is a finite difference approximation with backward Euler in time and upwinding in space. Again with the standard energy estimates we have the following result.

Theorem 3.2. Let $f(x, t)$ be the solution of (3.37) and time step $\tau$ be sufficiently small. If the matrix $B$ satisfies the assumption $(H_1)$, then, for all $t \in \tilde{Q}_\tau$

$$
\|f(t)\|_h^2 \leq c e^{ct} G_{h, \tau}(t)
$$

where $G_{h, \tau}$ is defined by (3.36).

3.3. Explicit scheme. In this subsection we consider the following explicit system

(3.38)

$$
\begin{cases}
\Delta_t f(x, t) + \frac{1}{\alpha} \Lambda^- \Delta_x f(x, t) + \frac{1}{\alpha} \Lambda^+ \nabla_x f(x, t) = B(x)f(x, t) + G(x, t), & x \in I_h, t \in \tilde{Q}_\tau, \\
D_1 f(1, t) = g_1(t), & t \in Q, \\
f(x, 0) = f_0(x), & x \in \bar{I}_h.
\end{cases}
$$

This is the standard forward Euler approximation in time and upwinding in space. For any $(x, t) \in I_h \times \tilde{Q}_\tau$, it follows from (3.38) that

$$
f(x, t + \tau) = -\frac{\tau}{\alpha h} \Lambda^- f(x + h, t) + \left( I + \frac{\tau}{\alpha h} \Lambda^- - \frac{\tau}{\alpha h} \Lambda^+ + \tau B \right) f(x, t)
$$

$$
+ \frac{\tau}{h \alpha} \Lambda^+ f(x - h, t) + \tau G(x, t).
$$

Assume that $(H_2)$ is satisfied. Then there exist $d_N$ and $C_2$ such that

$$
(3.39)
$$

$$
\left( f(t + \tau), (d_N I + B)f(t) \right)_h \leq \frac{d_N}{2} \left( \|f(t + \tau)\|_h^2 + \|f(t)\|_h^2 \right) + C_2 \left( \|f(t + \tau)\|_h^2 + \|f(t)\|_h^2 \right).
$$
If we further assume that the generalized CFL condition
\begin{equation}
\frac{\tau}{\alpha h} \max_{0 \leq j \leq N} |\lambda_j| + \tau d_N \leq 1
\end{equation}
is satisfied, then we have
\begin{align}
&\left( f(t + \tau), (I + \frac{\tau}{\alpha h} \Lambda^- - \frac{\tau}{\alpha h} \Lambda^+ - \tau d_N I) f(t) \right)_h \\
&\leq \frac{1}{2} \left( f(t + \tau), (I + \frac{\tau}{\alpha h} \Lambda^- - \frac{\tau}{\alpha h} \Lambda^+ - \tau d_N I) f(t + \tau) \right)_h \\
&+ \frac{1}{2} \left( f(t), (I + \frac{\tau}{\alpha h} \Lambda^- - \frac{\tau}{\alpha h} \Lambda^+ - \tau d_N I) f(t) \right)_h.
\end{align}
(3.42)
It is also observed that
\begin{equation}
- \left( f(t + \tau), \Lambda^- f(\bullet + h, t) \right)_h
\end{equation}
is satisfied, then we have
\begin{align}
&\left( f(t + \tau), \Lambda^- f(t + \tau) \right)_h - \frac{1}{2} \left( f(t), \Lambda^- f(t) \right)_h + h \| \Lambda^- g_1(t) \|^2, \\
&\left( f(t + \tau), \Lambda^+ f(\bullet - h, t) \right)_h \\
&\leq \frac{1}{2} \left( f(t + \tau), \Lambda^+ f(t + \tau) \right)_h + \frac{1}{2} \left( f(t), \Lambda^+ f(t) \right)_h + h \| \Lambda^+ g_2(t) \|^2.
\end{align}
(3.43)
(3.44)
Take the discrete inner product for (3.39) by multiplying it with \( f(x, t + \tau) \). Then by using (3.40), together with the estimates (3.42)–(3.44) we obtain
\begin{align}
\| f(t + \tau) \|_h^2 &\leq \left( \frac{1}{2} + C_2 \tau + \frac{\tau}{2} \right) \| f(t + \tau) \|_h^2 + \left( \frac{1}{2} + C_2 \tau \right) \| f(t) \|_h^2 \\
&+ \frac{\tau}{2} \| g(t) \|_h^2 + \frac{\tau}{\alpha} \left( \| \Lambda^- g_1(t) \|_h^2 + \| \Lambda^+ g_2(t) \|_h^2 \right).
\end{align}
We obtain the following result from the above Gronwall type inequality.

**Theorem 3.3.** Assume that \((H_2)\) and the generalized CFL condition (3.41) are satisfied. Then for all \( t \in Q_T \)
\begin{equation}
\| f(t) \|_h^2 \leq c e^{\epsilon t} g_{h,\tau}(t)
\end{equation}
where \( g_{h,\tau} \) is defined by (3.36).

**Remark 3.1.** If \( \lambda_0 < \lambda_1 < \cdots < \lambda_{q-1} < \lambda_q = 0 < \lambda_{q+1} < \cdots < \lambda_N \), then by slightly modifying the definitions of \( D_1, D_2, g_1 \) and \( g_2 \), we can recover all the results obtained in this section.

### 4. The Hermite spectral-finite difference schemes

In this section, we consider the Hermite spectral-finite difference schemes for (1.10) and their error analysis. We begin by introducing some notation. Let \( \partial_t = \frac{\partial}{\partial t}, \partial_x = \frac{\partial}{\partial x} \) and
\begin{equation}
V^{m,r}_{\omega}(I; H^r_\omega(\mathbb{R}))
\end{equation}
with norm \( \| u(\bullet, t) \|_{m,r,\omega} = \max_{0 \leq k \leq m} \max_{x \in I} \| \partial_x^k u(x, t) \|_{r,\omega,\mathbb{R}} \).
We further define
\[ \|u\|_{p,m,r,\omega} = \max_{0 \leq k \leq p} \max_{0 \leq t \leq T} \|\partial^k_t u(\cdot, \cdot, t)\|_{m, r, \omega}, \]
(4.2)
\[ \|u\|_{\Delta, r, \omega} = \max_{0 \leq t \leq T} \left( h \sum_{x \in I_h} \|u(x, \cdot, t)\|_{r, \omega}^2 \right)^{1/2}. \]
(4.2)

For \( W \in L^2_\omega(\mathbb{R}) \), we can expand it in Hermite functions
\[ W(x, v, t) = \sum_{n=0}^{\infty} \hat{W}_n(x, t) \tilde{H}_n(v). \]
(4.3)
Its truncated expansion is
\[ W_N(x, v, t) = \sum_{n=0}^{N} \hat{W}_n(x, t) \tilde{H}_n(v). \]
(4.4)

If \( W \in C^2(0, T; V^0_\omega) \), then by Theorem 2.2 we have, for all \( x \in I \), \( 0 \leq t \leq T \) and \( 0 \leq \mu \leq r \),
\[ \|W(x, \cdot, t) - W_N(x, \cdot, t)\|_{\mu, \omega, R} \leq C(\alpha^2 N)^{\frac{\mu-r}{2}} \|W(x, \cdot, t)\|_{r, \omega, R}. \]
(4.5)
Furthermore, it follows from (2.28) that
\[ |\hat{W}_n(x, t)| \leq C \frac{\alpha^{1/2-r} 2^{-r/2} n^{-r/2}}{\sqrt{n}} \|W(x, \cdot, t)\|_{r, \omega, R}. \]
(4.6)

4.1. Hermite spectral expansion. By substituting the expansion (4.3) into (1.6), we obtain from the recurrence relation (2.11) that
\[ \frac{\partial \hat{W}_n}{\partial t} + \frac{1}{\alpha} \left[ \frac{n}{2} \frac{\partial \hat{W}_{n-1}}{\partial x} + \sqrt{\frac{n+1}{2}} \frac{\partial \hat{W}_{n+1}}{\partial x} \right] = -\beta n \hat{W}_n + \alpha \sqrt{2n F(x)} \hat{W}_{n-1} \]
\[ + \beta(2\alpha^2 \mu - 1) \sqrt{n(n-1)} \hat{W}_{n-2}, \quad x \in I, \ 0 \leq t \leq T, n \geq 0, \]
\[ \sum_{n=0}^{\infty} \hat{W}_n(-1, t) \tilde{H}_n(v) = b_L(v, t), \quad \text{for} \ v \geq 0, \ t \in (0, T], \]
\[ \sum_{n=0}^{\infty} \hat{W}_n(1, t) \tilde{H}_n(v) = b_R(v, t), \quad \text{for} \ v \leq 0, \ t \in (0, T], \]
\[ \hat{W}_n(x, 0) = \hat{W}_{0,n}(x), \quad x \in \bar{I}, \ n \geq 0. \]
(4.7)

where \( \hat{W}_{-1} = \hat{W}_{-2} = 0 \). The system (4.7) is an infinite hyperbolic system and in order to solve it we have to ignore some terms in (4.7). More precisely, let
\[ F(x, t) = [F_0, F_1, \cdots, F_N]^T; \]
then the Hermite spectral method is to solve the following finite system of hyperbolic equations:

\begin{equation}
\frac{\partial F_n}{\partial t} + \frac{1}{\alpha} \left[ \sqrt{\frac{n}{2}} \frac{\partial F_{n-1}}{\partial x} + \sqrt{\frac{n+1}{2}} \frac{\partial F_{n+1}}{\partial x} \right] = -\beta n F_n + \alpha \sqrt{2n} F(x) F_{n-1} + \beta (2\alpha^2 \mu - 1) \sqrt{n(n-1)} F_{n-2}, \quad x \in I, 0 \leq t \leq T, 0 \leq n \leq N,
\end{equation}

\begin{equation}
\sum_{n=0}^{N} F_n(-1,t) \tilde{H}_n(v) = b_L(v,t), \quad \text{for} \quad v \geq 0, t \in (0,T],
\end{equation}

\begin{equation}
\sum_{n=0}^{N} F_n(1,t) \tilde{H}_n(v) = b_R(v,t), \quad \text{for} \quad v \leq 0, t \in (0,T],
\end{equation}

\begin{equation}
F_n(x,0) = \hat{W}_{0,n}(x), \quad x \in I, 0 \leq n \leq N.
\end{equation}

where \( F_{-1} = F_{-2} = 0, F_{N+1} \equiv 0 \). We are now in a position to specify the boundary conditions for \( F_n(\pm 1,t) \). We will do so by using the collocation idea to the second and third equations in (4.8). To this end, we first denote by \( \lambda_k \) the zeros of the Hermite polynomial \( H_{N+1}(\lambda) \). By Szegö [38] and Timan [43], they are distinct real numbers, situated around the origin symmetrically, arranged as

\[ \lambda_0 < \lambda_1 < \cdots < \lambda_{N-1} < \lambda_N, \quad \lambda_N = -\lambda_{N-n}. \]

For simplicity, we assume that \( N \) is an odd integer. Then \( \lambda_n < 0 \) for \( 0 \leq n \leq N_1 := (N-1)/2 \) and \( \lambda_n > 0 \) for \( N_1 + 1 \leq n \leq N \). Letting \( \nu = \lambda_k / \alpha \) in the third equation of (4.8) gives

\begin{equation}
\sum_{n=0}^{N} c_k d_n H_n(\lambda_k) F_n(1,t) = c_k b_R(\lambda_k / \alpha, t) e^{\lambda_k^2}, \quad 0 \leq k \leq N_1
\end{equation}

where

\begin{equation}
c_k = \left( \sum_{n=0}^{N} d_n^2 H_n^2(\lambda_k) \right)^{-\frac{1}{2}}, \quad 0 \leq k \leq N.
\end{equation}

It follows from Christoffel-Darboux formula (see, e.g., Abramowitz and Stegun [1]) and L’Hospital’s rule that

\[ c_k = \left( (N+1) d_N H_N(\lambda_k) \right)^{-1}. \]

The above formula is useful in computation. Similarly we derive that

\begin{equation}
\sum_{n=0}^{N} c_k d_n H_n(\lambda_k) F_n(-1,t) = c_k b_L(\lambda_k / \alpha, t) e^{\lambda_k^2}, \quad N_1 < k \leq N.
\end{equation}

Furthermore, we define the matrix \( U \) in the following way:

\begin{equation}
u_k = [u_{0,k}, \cdots, u_{N,k}]^T, \quad U = [u_0, u_1, \cdots, u_N].
\end{equation}

where

\[ u_{n,k} = c_k d_n H_n(\lambda_k). \]

Using the definition of \( U \), we make a linear transformation for \( F \) to get \( F := U^T F \).

Now we want to obtain governing equations and boundary conditions for \( F \), which
are also the equations for the numerical computations. Clearly, it follows from (4.9) and (4.11) that the boundary conditions for $F$ are

\begin{align}
D_1 F(1, t) &= \left[ c_0 b_R(\lambda_0/\alpha, t)e^{\lambda_0^2}, \cdots, c_N b_R(\lambda_N/\alpha, t)e^{\lambda_N^2}, 0, \cdots, 0 \right]^T, \\
D_2 F(-1, t) &= \left[ 0, \cdots, 0, c_{N+1} b_L(\lambda_{N+1}/\alpha, t)e^{\lambda_{N+1}^2}, \cdots, c_N b_L(\lambda_N/\alpha, t)e^{\lambda_N^2} \right]^T.
\end{align}

where the matrices $D_1, D_2$ are defined by (4.13). We now need to obtain governing equations for $F$. Let

\begin{align}
R &= \begin{bmatrix}
0 & \alpha_1 & 0 & \cdots & 0 \\
\alpha_1 & 0 & \alpha_2 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\alpha_{N-1} & 0 & \alpha_N & 0 \\
\alpha_N & 0 & 0 & \cdots & 0
\end{bmatrix}, \\
S &= \begin{bmatrix}
s_0 & \gamma_1 & s_1 & \delta_2 & \gamma_2 & s_2 & \cdots & \cdots & \delta_N & \gamma_N & s_N
\end{bmatrix},
\end{align}

where

\begin{align}
\alpha_n &= \sqrt{\frac{n}{2}}, \quad s_n = -\beta n, \quad \gamma_n = \alpha \sqrt{2n} F(x), \quad \delta_n = \beta (2\alpha^2 \mu - 1) \sqrt{n(n-1)}.
\end{align}

**Lemma 4.1.** The matrix $R$ satisfies the following properties:

(i) The eigenvalues of $R$ are $\lambda_k$, the zeros of the Hermite polynomial $H_{N+1}(\lambda)$;
(ii) The eigenvectors of $R$ corresponding to the eigenvalue $\lambda_k$ are $U_k$, defined by (4.11);
(iii) $U$ is an orthogonal matrix.

**Proof.** The above results can be obtained in a way similar to that provided in Tang et al. [40].

It follows from the first equations of (4.8) that

\begin{align}
\frac{\partial F}{\partial t} + \frac{1}{\alpha} R \frac{\partial F}{\partial x} &= SF.
\end{align}

Using Lemma 4.1 gives

\begin{align}
U^T RU = \Lambda = \Lambda^+ + \Lambda^-
\end{align}

where

\begin{align}
\Lambda^- = \text{diag}(\lambda_0, \cdots, \lambda_{N+1}, 0, \cdots, 0), \quad \Lambda^+ = \text{diag}(0, \cdots, 0, \lambda_{N+1}, \cdots, \lambda_N).
\end{align}

By premultiplying (4.16) by $U^T$, we obtain

\begin{align}
\frac{\partial F}{\partial t} + \frac{1}{\alpha} \Lambda \frac{\partial F}{\partial x} &= BF,
\end{align}

where $F = U^T \mathcal{F}$ and $B = U^T S U$. Combining (4.13) and (4.17) gives the following system for $F$, which will be used for numerical computation:

\begin{align}
\frac{\partial F}{\partial t} + \frac{1}{\alpha} \Lambda \frac{\partial F}{\partial x} &= BF, \\
D_1 F(1, t) &= V_R, \quad D_2 F(-1, t) = V_L, \\
F(x, 0) &= U^T W^{(0)}(x),
\end{align}
In all cases, the boundary and initial conditions are the same:

\begin{align}
(4.20) & \quad V_L := \begin{bmatrix} 0, \cdots, 0, c_{N_1} b_L (\lambda_{N_1+1}/\alpha, t) e^{\lambda_{N_1+1}^2}, \cdots, c_N b_L (\lambda_N/\alpha, t) e^{\lambda_N^2} \end{bmatrix}^T, \\
(4.21) & \quad W^{(0)}(x) := \begin{bmatrix} \hat{W}_{0,0}(x), \cdots, \hat{W}_{0,N}(x) \end{bmatrix}^T.
\end{align}

Here \( W^{(0)}(x) \) are the coefficients of the Hermite expansion for \( W(x, v, 0) \).

### 4.2 Combined spectral-difference schemes

We are now in a position to solve (4.18) numerically. Using the upwinding method introduced in the last section, the numerical solution \( f(x, t) \), which is the approximation for \( F \) in (4.17), can be determined by one of the following discrete hyperbolic systems.

\begin{align}
(4.22) & \quad \text{Second-order in time} \\
& \quad \Delta_t f(x, t) + \frac{1}{\alpha} \Lambda^- \Delta_x \bar{f}(x, t) + \frac{1}{\alpha} \Lambda^+ \nabla_x \bar{f}(x, t) = B(x) \bar{f}(x, t), \\
& \quad x \in I_h, t \in Q_T, \\
(4.23) & \quad \text{Backward Euler} \\
& \quad \nabla_t f(x, t) + \frac{1}{\alpha} \Lambda^- \Delta_x f(x, t) + \frac{1}{\alpha} \Lambda^+ \nabla_x f(x, t) = B(x)f(x, t), \\
& \quad x \in I_h, t \in Q_T, \\
(4.24) & \quad \text{Forward Euler} \\
& \quad \Delta_t f(x, t) + \frac{1}{\alpha} \Lambda^- \Delta_x f(x, t) + \frac{1}{\alpha} \Lambda^+ \nabla_x f(x, t) = B(x)f(x, t), \\
& \quad x \in I_h, t \in Q_T.
\end{align}

In all cases, the boundary and initial conditions are the same:

\begin{align}
D_1 f(1, t) &= V_R, \quad D_2 f(-1, t) = V_L, \quad t \in Q_T, \\
f(x, 0) &= U^T W^{(0)}(x), \quad x \in \bar{I}_h,
\end{align}

where \( V_L, V_R \) and \( W^{(0)}(x) \) are defined by (4.19)–(4.21). Then the numerical approximation of (1.6) is given by

\begin{equation}
W_\Delta(x, v, t) = \sum_{n=0}^N W_{\Delta,n}(x,t) \tilde{H}_n(v),
\end{equation}

where

\begin{equation}
\mathcal{F}_\Delta = [\mathcal{F}_{\Delta,0}, \mathcal{F}_{\Delta,1}, \cdots, \mathcal{F}_{\Delta,N}]^T := Uf.
\end{equation}

### 4.3 Error analysis

We now turn to the error analysis. Let

\begin{align}
W := & \quad \begin{bmatrix} \hat{W}_{0}(x, t), \cdots, \hat{W}_{N}(x, t) \end{bmatrix}^T, \\
A := & \quad \begin{bmatrix} 0, \cdots, 0, -\sqrt{2\alpha} \nabla \sqrt{\alpha \Lambda + 1} \hat{W}_{N+1}(x, t) \end{bmatrix}^T, \\
g_1 := & \quad [\sigma_1, \cdots, \sigma_{N_1}, 0, \cdots, 0]^T, \\
g_2 := & \quad [0, 0, \cdots, 0, \sigma_{N_1+1}, \cdots, \sigma_N]^T.
\end{align}
where $\hat{W}_n$ are the Hermite expansion coefficients for $W$, given by (4.3), and

$$\sigma_k = -c_k \sum_{n=N+1}^{\infty} d_n H_n(\lambda_k) \hat{W}_n(1, t), \quad 0 \leq n \leq N_1,$$

(4.27)

$$\sigma_k = -c_k \sum_{n=N+1}^{\infty} d_n H_n(\lambda_k) \hat{W}_n(-1, t), \quad N_1 + 1 \leq k \leq N.$$  

Having the above notation, we obtain from (4.7) that

$$\frac{\partial W}{\partial t} + \frac{1}{\alpha} R \frac{\partial W}{\partial x} = SW + U^T A, \quad x \in I, t \in (0, T],$$

(4.28)

$$D_1 U^T W(1, t) = V_R + g_1 \quad 0 < t \leq T,$$

$$D_2 U^T W(-1, t) = V_L + g_2 \quad 0 < t \leq T,$$

$$W(x, 0) = W^{(0)}(x).$$

Now let $W = U^T W$. By premultiplying (4.28) by $U^T$, we obtain

$$\frac{\partial W}{\partial t} + \frac{1}{\alpha} \Delta_x W = B W + U^T A, \quad x \in I, t \in (0, T],$$

(4.29)

$$D_1 W(1, t) = V_R + g_1 \quad 0 < t \leq T,$$

$$D_2 W(-1, t) = V_L + g_2 \quad 0 < t \leq T,$$

$$W(x, 0) = U^T W^{(0)}(x),$$

where as before $B = U^T S U$.

Now at the grid points $(x, t) \in \bar{I}_h \times \bar{Q}_r$ we let the error between $F$ and $W$ be $e$, i.e., $e := W - F$, and we will estimate the error $e$. We first consider the second-order (in time) scheme (4.22). It satisfies

$$\Delta_t e(x, t) + \frac{1}{\alpha} \Delta_x e(x, t) + \frac{1}{\alpha} \Delta^+_x \nabla_x e(x, t) = B e + U^T A + T_\Delta(x, t),$$

(4.30)

$$D_1 e(1, t) = g_1, \quad D_2 e(-1, t) = g_2 \quad t \in \bar{Q}_r,$$

$$e(x, 0) = 0,$$

where $T_\Delta$ are the truncation errors induced by finite difference approximations in (4.22):

$$T_\Delta(x_j, t_k) \sim \tau^2 \partial_t^2 W(x_j, t_k) + \alpha^{-1} h \Delta^3 W(x_j, t_k),$$

where $t_k$, $x_j$ are some intermediate values.

**Lemma 4.2.** If the solution of (1.6) satisfies $W \in C^3(0, T; V_{r,0}^0) \cap C^0(0, T; V_{2,1}^{0,0})$, then for $0 < t_k \leq T$

(4.31)

$$\|T_\Delta(\bullet, t_k)\|_h \leq C \tau^2 + Ch.$$

**Proof.** Due to the orthogonality of $U$, we have

$$\|\partial_t^2 W(\bullet, t)\|_h = \|\partial_t^3 W(\bullet, t)\|_h.$$

Since the solution of (1.6) satisfies $W \in C^3(0, T; V_{r,0}^0)$, we obtain, by observing that $W$ is a vector of the Hermite expansion coefficients of $W$, that

$$\|\partial_t^2 W(\bullet, t)\|_h \leq C \max_{x \in I} \|\partial_t^3 W(x, \bullet, t)\|_{0, \omega, R}.$$
By the notations (4.1) and (4.2), we have for any $0 < t \leq T$ that
\begin{equation}
\|\partial_t^3 W(\bullet, t)\|_h \leq C \max_{x \in I} \|\partial_t^3 W(x, \bullet, t)\|_{0, \omega, R} \leq C \|\partial_t^3 W(\bullet, \bullet, t)\|_{0, \omega, R} \leq C \|W\|_{3, 0, 0, \omega}.
\end{equation}
Furthermore, using the facts that $W(4.32)$, we have from the above estimate and the second equation of (2.11) that, for any $n/h$ we obtain from (4.33) that
\begin{equation}
\Lambda^2 W(\bullet, t) = (\partial_t^2 W)^T \Lambda^T \partial_t^2 W
\end{equation}
Let $W(x, t) = [w_0, w_1, \ldots, w_N]^T$. By the definition of the tri-diagonal matrix $R$, we obtain from (4.33) that
\begin{equation}
\frac{h}{2} \sum_{n=0}^{N} \lambda_n^2 \partial_x^2 w_n(x^*_j, t)^2
\end{equation}
where $\lambda_n = 0$ except $\lambda_n = \sqrt{n/2}$ for $0 \leq n \leq N$. Since $W \in C^0(0, T; V_{2,1}^0)$, we have from the above estimate and the second equation of (2.11) that, for any $t \in (0, T]$,
\begin{equation}
\frac{h}{2} \sum_{n=0}^{N} \lambda_n^2 \partial_x^2 w_n(x^*_j, t)^2 \leq \frac{h}{2} \sum_{n=0}^{N} \|\partial_x^2 W(x^*_j, \bullet, t)\|_{1, \omega, R}^2 \leq C \|W\|_{0, 2, 1, \omega}.
\end{equation}
Combining (4.32) and (4.34) we obtain the desired result. 

**Lemma 4.3.** If the solution of (1.6) satisfies $W \in C^0(0, T; V_{\omega r_0}^0)$, where $r_0 \geq 2$, then
\begin{equation}
\|\Lambda^- g_1\| \leq C N^{11/12 - r_0/2}, \quad \|\Lambda^+ g_2\| \leq C N^{11/12 - r_0/2}.
\end{equation}

**Proof.** We will prove the first inequality in (4.35); the second one can be obtained in a similar way. Consider $|\lambda_k \sigma_k|$, $0 \leq k \leq N_1 = (N - 1)/2$, where $\sigma_k$ are defined by (4.27). By the recurrence formula for $H_n(v)$, we have
\begin{equation}
\lambda_k \sigma_k(t) = -\frac{c_k}{2} \sum_{n=N+1}^{\infty} d_n \tilde{W}_n(1, t) \left[H_{n+1}(\lambda_k) + 2nH_{n-1}(\lambda_k)\right].
\end{equation}
It is known that for large $n$ (see, e.g., Abramowitz and Stegun [11])
\begin{equation}
H_n(v) \sim e^{v^2/2} \frac{n!}{(\frac{1}{2})!} \cos \left(\sqrt{2n+1} v - \frac{1}{2} n \pi\right).
\end{equation}
Due to the above asymptotic formula and the Stirling formula,
\begin{equation}
n! \sim \sqrt{2\pi n} n^{n+\frac{1}{2}} e^{-n},
\end{equation}
we obtain
\begin{equation}
    d_n |H_{n+1}(\lambda_k)| \leq C e^{\lambda_k^2/2} \frac{(n+1)}{(n+1)!} \sqrt{\frac{n!}{2^n}} \leq C e^{\lambda_k^2/2}.
\end{equation}

Similarly
\begin{equation}
    2nd_n |H_{n-1}(\lambda_k)| \leq C e^{\lambda_k^2/2}.
\end{equation}

Furthermore, by Lemma 2.5 of Lubinsky and Moricz [30], we have, for all $N \geq 1$ and $|v| \leq \sqrt{2N + 2}$,
\begin{equation}
    \left( \sum_{n=0}^{N} d_n^2 H_n^2(v) \right)^{-1} \sim \sqrt{\frac{2}{\pi(N+1)}} e^{\lambda_k^2} \max \left( (N+1)^{-2/3}, 1 - |v|(2N + 2)^{-1/2} \right)^{-1/2}.
\end{equation}

Using the following fact (see Levin and Lubinsky [29])
\begin{equation}
    |\lambda_k| \leq \sqrt{2N + 2} \left( 1 - \frac{N}{2} \right), \quad 0 \leq k \leq N,
\end{equation}
we obtain from (4.41) and the definition of $c_k$, (4.10), that
\begin{equation}
    c_k \leq CN^{-1/12} e^{-\lambda_k^2/2}.
\end{equation}

For $W \in C^0(0, T; V_{\omega}^{1/2})$ and a constant $1 < q < r_0$, we use Cauchy inequality to obtain
\begin{equation}
    |\lambda_k \sigma_k(t)| \leq CN^{-1/12} \sum_{n=N+1}^{\infty} |\widehat{W}_n(1, t)|
\end{equation}
\begin{equation}
    \leq CN^{-1/6} \sum_{n=N+1}^{\infty} n^{-q} + \sum_{n=N+1}^{\infty} n^q |\widehat{W}_n(1, t)|^2
\end{equation}
\begin{equation}
    \leq CN^{5/6-q} + CN^{q-r_0} \|W(1, \bullet, t)\|_{r_0, \omega, \mathbf{R}}.
\end{equation}

Choose $q = r_0/2 + 5/12$. It follows from $r_0 \geq 2$ that $1 < q < r_0$. The result (4.43) implies
\begin{equation}
    |\lambda_k \sigma_k(t)| \leq CN^{5/12-r_0/2}.
\end{equation}

Therefore, by the definition of $\mathbf{g}_1$, namely (4.26), we have
\begin{equation}
    \|A^{-1} \mathbf{g}_1(t)\| \leq CN^{11/12-r_0/2}.
\end{equation}

This completes the proof of Lemma 4.3. \hfill \Box

We further observe that if $W \in C^0(0, T; V_{\omega}^{1/2})$, then
\begin{equation}
    \|U^T \mathbf{A}(t)\|_h = (\sqrt{2\alpha})^{-1} \sqrt{N+1} \|\partial_x \widehat{W}_{N+1}(\bullet, t)\|_h \leq CN^{1/2-r_1/2},
\end{equation}
where in the last step we have used the inequality (4.6).

In order to obtain convergence-rate estimates for numerical scheme (4.22) by using the energy estimate in Theorem 3.1, we need to verify the assumption (H1).

**Lemma 4.4.** Let $B = U^T S U$, where $U$ is an orthogonal matrix and $S$ is defined by (4.14). If $\mu$ in (1.9) satisfies $0 < \alpha \leq \mu^{-1/2}$, then there exists a constant $C_1$, such that for any $u \in \mathbb{R}^{N+1}$,
\begin{equation}
    (u, Bu)_h \leq C_1 \|u\|_h.
\end{equation}
Proof. Let \( y = [y_0, y_1, \cdots, y_N]^T := Uu \). Since \( B = U^TSU \) and \( U \) is orthogonal, it can be verified that
\[
(u, Bu)_h = (Uu, SUu)_h = (y, Sy)_h
\]
\[
= \sum_{x \in I_h} \left( \sum_{n=0}^{N} s_n y_n(x)^2 + \sum_{n=1}^{N} \gamma_n y_{n-1}(x) y_n(x) + \sum_{n=2}^{N} \delta_{n-1} y_{n-2} y_n(x) \right)
\]
(4.46)
\[
\leq \sum_{x \in I_h} \sum_{n=0}^{N} \sigma_n y_n^2(x)
\]
where, for \( n \geq 2 \),
\[
\sigma_n = \frac{1}{2} \left( -2\beta n + \alpha \sqrt{2n} \| F \|_\infty + \alpha \sqrt{2n+2} \| F \|_\infty + \beta |2\alpha^2 \mu - 1| \sqrt{(n-1)(n-2)} + \beta |2\alpha^2 \mu - 1| \sqrt{n(n+1)} \right).
\]
For large \( n \),
\[
\sigma_n \sim n \beta \left( -1 + |2\alpha^2 \mu - 1| \right).
\]
Therefore, if \( 0 < \alpha \leq \mu^{-1/2} \), then \( \sigma_n \leq 0 \) provided that \( n \) is sufficiently large. This proves that \( \sigma_n \leq C \) for all \( n \geq 0 \). This result, together with (4.46), yields
\[
(u, Bu)_h \leq C \| y \|^2_{h} = C \| u \|^2_{h}.
\]
This completes the proof of Lemma 4.4. \( \square \)

We are now ready to state and prove the convergence result for the numerical scheme (4.22).

Theorem 4.1. Let \( W \) be the solution of (1.6) and \( W_\Delta \) be the numerical approximation given by (4.22) with \( f \) being computed by scheme (4.22). If \( 0 < \alpha \leq \mu^{-1/2} \) and \( W \in C^3(0,T;V_o^1 \cap V^1 \cap V^2) \), then, for all \( t \in Q_T \),
\[
\| W(\bullet, \bullet, t) - W_\Delta(\bullet, \bullet, t) \|_{h,0,\omega} \leq C \left( \tau^2 + h + N^{11/12-\rho/2} + N^{1/2-\rho/2} \right).
\]

Proof. It follows from (4.3) that
\[
\| W(\bullet, \bullet, t) - W_\Delta(\bullet, \bullet, t) \|_{h,0,\omega} \leq C N^{-\rho} \| W(\bullet, \bullet, t) \|_{h,0,\omega}.
\]
By (4.25), noting \( F_\Delta = Uf, F = UW \) and \( U \) is orthogonal we have
\[
\| W(\bullet, \bullet, t) - W_\Delta(\bullet, \bullet, t) \|_{h,0,\omega} = C \| F_\Delta(\bullet, t) - F(\bullet, t) \|_h
\]
\[
= C \| f - W \|_h = C \| e(\bullet, t) \|_h
\]
where \( e \) satisfies (4.30). It follows from Theorem 4.1, Lemmas 4.2, 4.4 and (4.45) that
(4.48)
\[
\| e(\bullet, t) \|_h \leq C \left( \tau^2 + h + N^{11/12-\rho/2} + N^{1/2-\rho/2} \right).
\]
Using the triangular inequality for (4.47) and (4.48) we obtain the desired result. \( \square \)

Similarly, we can prove the following result for the backward Euler method (4.23).
Theorem 4.2. Let \( W \) be the solution of (1.6) and \( W_\Delta \) be the numerical approximation given by (4.25) with \( f \) being computed by scheme (4.23). If \( 0 < \alpha \leq \mu^{-1/2} \) and \( W \in C^2(0,T;V^{0,0}_\omega) \cap C^0(0,T;V^{0,\tau_0}_\omega \cap V^{1,r_1}_\omega \cap V^{2,1}_\omega) \), then, for all \( t \in Q_T \),
\[
\left\| W(\bullet, \bullet, t) - W_\Delta(\bullet, \bullet, t) \right\|_{h,0,\omega} \leq C \left( \tau + h + N^{11/12-\tau_0/2} + N^{1/2-r_1/2} \right).
\]

Finally, we will bound the errors introduced by the spectral-difference approximation (4.24). In order to apply the energy estimate in Theorem 3.3, we need to verify that the matrix \( B \) is satisfied, then, for all \( t \in Q_T \),
\[
\left\| W(\bullet, \bullet, t) - W_\Delta(\bullet, \bullet, t) \right\|_{h,0,\omega} \leq C \left( \tau + h + N^{11/12-\tau_0/2} + N^{1/2-r_1/2} \right).
\]

Remark 4.1. Since \( \max |\lambda_j| \sim \sqrt{2N} \), Theorem 3.3 implies that the time step used in the explicit scheme (1.24) is of the order \( \tau \sim ah/(\sqrt{2N} + \alpha \beta Nh) \).

Lemma 4.5. Let \( B = U^T S U \), where \( U \) is an orthogonal matrix and \( S \) is defined by (4.4). If \( \mu \) in (1.6) satisfies \( 0 < \alpha \leq \mu^{-1/2} \), then there exist a constant \( C_2 \) (independent of \( N \)) and a constant \( d_N = \beta N \) (\( \beta \) is given in (1.6)), such that for any vectors \( u, v \in \mathbb{R}^{(N+1)} \)
\[
(u, (d_N I + B)v)_h \leq \frac{d_N}{2} \left( \|u\|^2 + \|v\|^2 \right) + \left( \|u\|^2 \right) C_2 \left( \|u\|^2 + \|v\|^2 \right).
\]

Proof. Let \( y = [y_0, y_1, \ldots, y_N]^T := U u \) and \( z = [z_0, z_1, \ldots, z_N]^T := U u \). Since \( B = U^T S U \) and \( U \) is orthogonal, it can be verified that
\[
(u, (d_N I + B)v)_h = (y, (d_N I + S)z)_h.
\]
Since the diagonal elements of the matrix \( d_N I \) and \( S \) are positive, we can use the definition of \( S \) to obtain
\[
(y, (d_N I + S)z)_h = \sum_{x \in I_h} \left( \sum_{n=0}^N (d_N + s_n) y_n z_n + \sum_{n=1}^N \gamma_n y_{n-1} z_n + \sum_{n=2}^N \delta_n y_{n-2} z_n \right)
\]
where for \( n \geq 2 \)
\[
p_n = \frac{1}{2} \left( -\beta n + \alpha \sqrt{2n + 2} |\mu_{\infty} + \beta |2\alpha^2 \mu - 1| \sqrt{n(n+1)} \right),
\]
\[
q_n = \frac{1}{2} \left( -\beta n + \alpha \sqrt{2n} |\mu_{\infty} + \beta |2\alpha^2 \mu - 1| \sqrt{(n-1)(n-2)} \right).
\]

Similar to the proof of Lemma 4.4, we have \( p_n \leq C \) and \( q_n \leq C \) for all \( n \geq 0 \), provided that \( 0 < \alpha \leq \mu^{-1/2} \). These results, together with \( \|y\|_h = \|u\|_h \) and \( \|z\|_h = \|u\|_h \), yield the desired inequality. \( \square \)
5. Numerical results

In this section, we will consider some issues for the numerical implementation of the numerical methods considered in this work. First, we will discuss the use of the scaling factor, $\alpha$, which is important in applying the Hermite spectral methods (see, e.g., [5, 39]). Secondly, we will test our Hermite expansion methods for a simplified Fokker-Planck equations where the distribution function $W$ depends on $v$ only. Finally, we will use the combined spectral-difference schemes to solve a test problem, in order to verify our convergence theory. Particular attention has been paid to the implementation of the Hermite spectral methods.

5.1. Scaling factor. Although the Hermite methods presented above enjoy a theoretical spectral convergence rate, the actual error decays considerably slower than the Chebyshev or Legendre method for similar problems in finite intervals. The poor resolution property of Hermite functions, which was pointed out by Gottlieb and Orszag in [19], is one of the main reasons why Hermite functions are rarely used in practice. However, the resolution of Hermite functions can be greatly improved by using a proper scaling factor [39]. We will extend the theory developed in [39] to deal with the spectral approximations for the Fokker-Planck equation (see subsection 5.3). In this subsection, we will discuss how to choose the scaling factor for a given Gaussian type function. If the initial condition for the Fokker-Planck equation is of Gaussian type, then its solution can be bounded by a Gaussian type function and its stationary solution is of the form of Gaussian type also. It is therefore a basic requirement that the expansion methods should approximate function $\exp(-sv^2)$ accurately and efficiently for any given (positive) values of $s$. To analyze the effectiveness of the Hermite expansion, we expand

\[ \exp(-sv^2) = \sum_{n=0}^{\infty} b_n \tilde{H}_n(v), \]

(5.1)

where

\[ \tilde{H}_n(v) = \frac{1}{\sqrt{2^n n!}} H_n(\alpha v) e^{-\alpha^2 v^2}. \]

It is seen that the basis functions $\tilde{H}_n(v)$ involve a parameter $\alpha$ which should be chosen with some caution. We can re-write (5.1) into the following form:

\[ \exp(-s_1 v^2) = \sum_{n=0}^{\infty} b_n \frac{1}{\sqrt{2^n n!}} H_n(v) e^{-v^2}, \quad s_1 := \frac{s}{\alpha^2}. \]

(5.2)

A direct calculation gives that $b_{2k+1} = 0$ and

\[ b_{2k} = \frac{1}{\sqrt{2^{2k}(2k)!s_1}} \left( \frac{1 - s_1}{s_1} \right)^k \frac{(2k)!}{k!} , \]

for $k \geq 0$. An application of the Sterling’s formula yields

\[ b_{2k} \sim \frac{1}{(\pi ks_1^{2})^{1/2}} \left( \frac{1 - s_1}{s_1} \right)^k , \quad k \gg 1. \]

(5.4)

The above equation indicates that the Hermite expansion cannot produce any reasonable approximations in the case $s_1 < 0.5$. Further, since $\phi_{2k}(v) = O(k^{-1/4})$ the $2k$-th term of (5.1) is of order $O(k^{-1/2})$ in the case $s_1 = 0.5$. This implies that spectral accuracy cannot be observed in the case $s_1 = 0.5$. 

Table 1. Maximum error obtained by using the Hermite expansion (5.1) with $\alpha = 1$ for $f(v) = \exp(-sv^2)$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$s = 0.4$</th>
<th>$s = 0.5$</th>
<th>$s = 0.6$</th>
<th>$s = 1.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.7D+0</td>
<td>1.7D–1</td>
<td>1.6D–2</td>
<td>3.7D–4</td>
</tr>
<tr>
<td>20</td>
<td>9.4D+0</td>
<td>1.2D–1</td>
<td>1.5D–3</td>
<td>1.1D–6</td>
</tr>
<tr>
<td>30</td>
<td>5.9D+1</td>
<td>1.0D–1</td>
<td>1.7D–4</td>
<td>3.9D–9</td>
</tr>
<tr>
<td>40</td>
<td>3.9D+2</td>
<td>8.8D–2</td>
<td>1.9D–5</td>
<td>1.4D–11</td>
</tr>
</tbody>
</table>

The above analysis suggests that for a Gaussian function $\exp(-sv^2)$, the scaling factor $\alpha$ in the basis function $\tilde{H}_n(v)$ must satisfy $\alpha < \sqrt{2s}$. To give a quantitative understanding of this statement, we approximate the Gaussian distribution function $f(v) = \exp(-sv^2)$ using the Hermite expansion (5.1) without a scaling factor, i.e., $\alpha = 1$. We present in Table 1 the maximum errors, defined by $\max_{v \in [-3,3]} |f(v) - f_N(v)|$. We choose $s = 0.4, 0.5, 0.6$ and $1.5$ in the numerical experiments, and the numerical results in Table 1 suggest that the truncated series is divergent when $\alpha = 0.4$. In the case $\alpha = 0.5$ spectral accuracy cannot be observed. These observations support our earlier analysis that $\alpha$ must be less than $\sqrt{2s}$.

5.2. Application to a simplified Fokker-Planck equation. One of the simplest FP equations is of the form (1.2). In 1-D, it is given by

$$\frac{\partial W}{\partial t} = \gamma \frac{\partial (vW)}{\partial v} + \gamma \beta \frac{\partial^2 W}{\partial v^2},$$

(5.5)

where $W(v,t)$ is the distribution function, $v \in (-\infty, \infty)$ is the particle velocity, $\gamma^{-1}$ the particle relaxation time and $\sqrt{\beta}$ the thermal velocity. By solving (5.5), together with the initial distribution $W(v,0)$, one may obtain the distribution function $W(v,t)$ for all later times.

Let the exact solution $W$ of (5.5) be approximated by

$$W_N(v,t) = \sum_{n=0}^{N} a_n(t) \tilde{H}_n(v),$$

(5.6)

where again we set the scaling factor $\alpha$ in $\tilde{H}_n(v)$ as 1. We want to show that with the constant scaling factor some Gaussian type solutions cannot be well approximated. Using the Hermite expansion methods we obtain from (5.5) and (5.6) that

$$\frac{da_0(t)}{dt} = 0,$$

(5.7)

$$\frac{da_n(t)}{dt} = (2 \beta - 1) \gamma \sqrt{(n-1)n} a_{n-2}(t) - n \gamma a_n(t),$$

(5.8)

for $n = 1, \cdots, N$, with $a_n(t) \equiv 0$ whenever $n < 0$ or $n > N$.

To see the performance of the Hermite spectral methods with velocity scaling, we consider the following test problem.

**Example 5.1.** Consider (5.5) with $\gamma = 0.01$ (which corresponds to a relaxation time of 100), $\beta = 0.5$ and the following initial condition:

$$W(v,0) = (1 + \sin(\pi v)) \exp\left(-sv^2\right),$$

(5.9)
Figure 1. Numerical solution at different time levels for Example 5.1 with initial function (5.11).
where \( s \) is a positive constant. The stationary solution of (5.3) and (5.9) is

\[
W(v, t) \sim \sqrt{\frac{1}{s}} \exp\left(-v^2\right), \quad t \gg 0.
\]

(5.10)

As in the last subsection, we test the above problem by using \( s = 0.4, 0.5, 0.6 \) and 1.5. It is observed that for \( s > 0.5 \) very accurate numerical approximations are obtained by using about 20 expansion terms (i.e., \( N = 20 \)). However, for \( s = 0.4 \) convergent results cannot be obtained before the solution reaches the stationary state. Figure 1 shows the numerical results with various values of \( N \) for

\[
W(v, 0) = (1 + \sin(\pi v)) \exp\left(-0.4v^2\right).
\]

(5.11)

Since the initial data has the power constant \( s = 0.4 \), it is expected from the experience of the last subsection that the Hermite expansion with the scaling factor \( \alpha = 1 \) will not be convergent, at least for small values of the time \( t \). However, it is seen that the stationary solution (5.10) has the power constant \( s = 1 \), and as a result it is expected that when \( t \) becomes large the Hermite spectral methods with scaling factor \( \alpha = 1 \) will lead to accurate approximations. These theoretical predictions are well verified in the plots of Figure 1.

5.3. Application of the Hermite spectral-finite difference methods. In this section, we consider a numerical example by using the combined spectral-difference schemes (4.22)–(4.24). We would verify the Theorem 4.1–4.3; i.e., the numerical schemes are of spectral accuracy in \( v \)-direction, first order in \( x \)-direction and first/second order in \( t \)-direction. To this end, we consider the following test problem.

Example 5.2. Consider the Fokker-Planck equation

\[
\frac{\partial w}{\partial t} = -v \frac{\partial w}{\partial x} + \frac{\partial (vw)}{\partial v} + \frac{\partial^2 w}{\partial v^2}, \quad |x| \leq 1, \quad |v| < \infty,
\]

(5.12)

with the initial and boundary conditions (for \( x = -1, v \geq 0 \) and \( x = 1, v \leq 0 \)) such that the exact solution is

\[
w(x, v, t) = \frac{1}{2} \left[ 1 + \cos\left(\frac{\pi}{2}(x - (1 - e^{-t})v)\right) q(t) \right] \exp\left(-v^2/2\right),
\]

(5.13)

where

\[
q(t) = \exp\left[ \frac{\pi^2}{4}\left(t + 2e^{-t} - \frac{1}{2}e^{-2t} - \frac{3}{2}\right) \right].
\]
The main reason for choosing the above test example is that its analytic solution can be found which enables us to test the accuracy of the numerical schemes. In the following numerical calculations, the length of the \(x\)-interval is chosen to be 0.4 and the scaling factor \(\alpha\) (see (2.9)) is chosen as \(1/\sqrt{2}\). The effects of using other values of the scaling factor \(\alpha\) will be also investigated (see Figure 5). Although the results reported below are obtained by using the numerical scheme (4.22), similar results supporting Theorems 4.2 and 4.3 have been also computed. Due to the limitation of the space, we will not include them here.

**Convergence rate for the spectral approximation.** In Figure 2, we plot the \(l^2\)-errors for the mixed finite-difference-spectral method (4.22), with parameters \(N = 9\), \(h = \tau = 0.001\). The step sizes in both \(x\) and \(t\) directions are chosen to be very

![Figure 2. The \(l^2\)-error in time for Example 5.2.](image)

![Figure 3. The pointwise error for Example 5.2 at \(t = 5\).](image)
small so that we can verify the exponential rate of convergence for the spectral approximations in the \( v \) direction. Indeed it is observed in Figure 2 that spectral convergence is achieved. For \( t \geq 12 \), the \( l^2 \)-error remains the order of about \( O(10^{-14}) \), which is about the machine accuracy in double precision. It is seen from the exact solution of this problem that the asymptotic solution for large \( t \) is \( \frac{1}{2} \exp(-v^2/2) \), i.e., a pure Gaussian type function. As a result the spectral approach in \( v \) direction will give very accurate approximation for large time solution as seen in Figure 1. Pointwise error at \( t = 5 \) is plotted in Figure 3. As expected, the largest errors occur at the zero axis for \( v \) (see also the similar observation in [40]).

**Convergence rates for the finite-difference approximation.** Our theoretical predictions in last section indicate that there will have only first-order spatial and temporal accuracy for the schemes (4.22)–(4.24), except for (4.22) for which \( O(h^2) \) can be achieved. This result is well understood in finite-difference theory, so we just simply plot the \( l^2 \)-errors as a function of \( N \) with \( h = 0.01, 0.02 \) and 0.04 in Figure 4. A first-order convergence rate in \( x \)-direction is observed, which is in
agreement with the theoretical predictions. Similarly, a second-order convergence rate in time, i.e., $O(\tau^2)$, have been also observed in our numerical computations.

**Variation with the scaling factor.** Finally, we investigate the role of the scaling factor $\alpha$ for the test problem Example 5.2. In Figure 5, we plot the $l^2$-errors obtained by the scheme (4.22), with the use of the parameters $N = 7, h = 0.005$ and $\tau = 0.001$. Using the discussions in subsection 5.2, together with the exact solution (5.13), we can conclude that the optimal choice of $\alpha$ is $1/\sqrt{2} \approx 0.7071$ for Example 5.2. Indeed this predication is verified by our computational results given in Figure 5.

In practice, the scaling factors may not be a constant with respect to time and therefore some adaptive computation for the scaling factor should be used during the time integration to enhance spectral accuracy. We will not give further discussion on this issue due to the limitation of space, but just point out a recent paper of Schumer and Holloway [36] where a variable scaling factor for the Hermite basis was constructed for solving the nonlinear Vlasov-Poisson equations. The
principal ideas in [36] are also useful for Hermite spectral approximations to the Fokker-Planck equations. Scaling factors are also used in a recent work of Shen [37] for the Laguerre spectral approximations, which also greatly enhance the resolution capacities of the Laguerre functions.
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