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#### Abstract

In this work, we are concerned with the stability and convergence analysis of the second-order backward difference formula (BDF2) with variable steps for the molecular beam epitaxial model without slope selection. We first show that the variable-step BDF2 scheme is convex and uniquely solvable under a weak time-step constraint. Then we show that it preserves an energy dissipation law if the adjacent time-step ratios satisfy $r_{k}:=\tau_{k} / \tau_{k-1}<3.561$. Moreover, with a novel discrete orthogonal convolution kernels argument and some new estimates on the corresponding positive definite quadratic forms, the $L^{2}$ norm stability and rigorous error estimates are established, under the same step-ratio constraint that ensures the energy stability, i.e., $0<r_{k}<3.561$. This is known to be the best result in the literature. We finally adopt an adaptive time-stepping strategy to accelerate the computations of the steady state solution and confirm our theoretical findings by numerical examples.
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## 1 Introduction

We consider the following molecular beam epitaxial (MBE) model without slope selection on a bounded domain $\Omega \subset \mathbb{R}^{2}$ :

$$
\begin{equation*}
\Phi_{t}=-\varepsilon \Delta^{2} \Phi-\nabla \cdot \boldsymbol{f}(\nabla \Phi) \quad \text { for } \boldsymbol{x} \in \Omega \quad \text { and } \quad 0<t \leqslant T \tag{1.1}
\end{equation*}
$$

subjected to the initial data $\Phi(\boldsymbol{x}, 0):=\Phi_{0}(\boldsymbol{x})$, where the nonlinear force vector $\boldsymbol{f}(\boldsymbol{v}):=\frac{\boldsymbol{v}}{1+|\boldsymbol{v}|^{2}}$. The unknown function $\Phi=\Phi(\boldsymbol{x}, t)$, subjected to the periodic boundary conditions, is the scaled height

[^0]function of a thin film in a co-moving frame and $\varepsilon>0$ is a constant that represents the width of the rounded corners on the otherwise faceted crystalline thin films.

The above epitaxial growth model admits variable applications in different fields, such as physics [1], biology [9] and chemistry [22], to name a few. The MBE model (1.1), in which the nonlinear second-order term models the Ehrlich-Schwoebel effect and the linear fourth-order term describes the surface diffusion, defines a gradient flow with respect to the $L^{2}(\Omega)$ inner product of the following free energy $[10,16]$ :

$$
\begin{equation*}
E[\Phi]=\int_{\Omega}\left[\frac{\varepsilon}{2}(\Delta \Phi)^{2}-\frac{1}{2} \ln \left(1+|\nabla \Phi|^{2}\right)\right] d \boldsymbol{x} \tag{1.2}
\end{equation*}
$$

The logarithmic term therein is bounded above by zero but unbounded below (and has no relative minima), which implies that no energetically favored values exist for $\nabla \Phi$. From the physical point of view, this means that there is no slope selection mechanism. Thus, it may result in the multi-scale behavior in a rough-smooth-rough pattern, especially at an early stage of epitaxial growth on rough surfaces. The well-posedness of the initial-boundary-value problem (1.1) was studied by Li and Liu [16] using the perturbation analysis. It is shown in [16, Theorem 3.3] that, if the initial data $\phi_{0} \in H_{\mathrm{per}}^{m}(\Omega)$ for some integer $m \geqslant 2$, there exists a unique weak solution $\phi \in L^{\infty}\left(0, T ; H^{m}(\Omega)\right) \cap L^{2}\left(0, T ; H^{m+2}(\Omega)\right)$ and $\partial_{t} \phi \in L^{2}\left(0, T ; H^{m-2}(\Omega)\right)$. As is well known, the MBE system (1.1) is also volume-conservative, i.e., $(\Phi(t), 1)=\left(\Phi_{0}, 1\right)$ for $t>0$, and admits the following energy dissipation law:

$$
\begin{equation*}
\frac{d}{d t} E[\Phi]=-\left\|\Phi_{t}\right\|_{L^{2}(\Omega)}^{2} \leqslant 0, \quad 0<t \leqslant T \tag{1.3}
\end{equation*}
$$

where $(\cdot, \cdot)$ denotes the inner product in $L^{2}(\Omega)$ and $\|\cdot\|_{L^{2}(\Omega)}$ is the associated norm. Also, by the Green's formula and the Cauchy-Schwarz inequality, one has the $L^{2}$ norm solution estimate

$$
\begin{equation*}
\|\Phi\|_{L^{2}(\Omega)} \leqslant \mathrm{e}^{t /(4 \varepsilon)}\left\|\Phi_{0}\right\|_{L^{2}(\Omega)}, \quad 0<t \leqslant T \tag{1.4}
\end{equation*}
$$

As analytic solutions are not in general available, numerical schemes for the above MBE model have been widely studied in recent years $[3,4,6,12,14,20,21,23,24,26]$; thus include the stabilized semiimplicit scheme [24], Crank-Nicolson type schemes [21], convex splitting schemes [3, 23], the exponential time differencing scheme [14], the invariant energy quadratization (IEQ) method [12, 26] and the scalar auxiliary variable (SAV) approach [6]. The main focus of the above-mentioned works was the discrete energy stability, i.e., one constructs a numerical scheme that can inherit the energy dissipation law in the discrete levels. Always, the IEQ and SAV methods transform the original system into a new equivalent system with a quadratic energy functional preserving the corresponding modified energy dissipation law. The SAV approach usually leads to numerical schemes involving only the decoupled equations with constant coefficients.

It is noticed that in all the above-mentioned literature, the numerical analysis was performed for uniform time-steps. In this work, we aim at investigating a nonuniform version of a classic numerical scheme, i.e., the second-order BDF (BDF2) scheme with variable time-steps. To this end, we consider the nonuniform time grids $0=t_{0} \leqslant t_{1} \leqslant \cdots \leqslant t_{N}=T$ with the time-step sizes $\tau_{k}:=t_{k}-t_{k-1}$. We denote the maximal step size by $\tau:=\max _{1 \leqslant k \leqslant N} \tau_{k}$ and define the local time-step ratio as $r_{k}:=\tau_{k} / \tau_{k-1}$ for $k \geqslant 2$. Given a grid function $v^{n}=v\left(t_{n}\right)$, we set $\nabla_{\tau} v^{n}:=v^{n}-v^{n-1}$ and $\partial_{\tau} v^{n}:=\nabla_{\tau} v^{n} / \tau_{n}$ for $k \geqslant 1$. The motivation for using a nonuniform grid is that one can possibly capture the multi-scale behaviors in the time domain.

However, the numerical analysis for BDF2 with nonuniform grids seems to be highly nontrivial (compared with the uniform-grid case). A few results can be found in the literature. For the linear diffusion case, the existing $L^{2}$ norm stability and error estimates can be found in $[2,5,8,15]$. However, for the analysis therein, the time-step ratio constraint that guarantees the $L^{2}$ norm stability are always severer than the classical zero-stability condition $r_{k}<1+\sqrt{2}$ for the ODE problems [7,13]. Moreover, some undesired factors such as $\exp \left(C_{r} \Gamma_{n}\right)$ appear in the estimates, where $\Gamma_{n}$ can be unbounded as the timesteps vanish and $C_{r}$ grows to infinity once the step-ratios approach the zero-stability limit $1+\sqrt{2}$. The
associate analysis for nonlinear problems such as the Cahn-Hilliard ( CH ) equations can be found in [5]. Again, the error estimates therein are presented under the time-step constraints $r_{k}<1.53$ (worse than the classical zero-stability condition).

As an exception, in our previous work [18], we have presented a novel analysis for the nonuniform BDF2 scheme of the Allen-Cahn equation under the same condition $r_{k}<1+\sqrt{2}$. In a very recent work [19], for the linear diffusion problem, the $L^{2}$ norm stability and convergence estimates are presented under a much improved zero-stability condition

$$
0<r_{k}<r_{s}:=(3+\sqrt{17}) / 2 \approx 3.561, \quad 2 \leqslant k \leqslant N
$$

In particular, a novel discrete orthogonal convolution (DOC) kernels argument related to the nonuniform BDF2 scheme is proposed to perform the analysis in [19]. In the current work, we will study the nonlinear MBE model under the new zero-stability condition.

### 1.1 The variable-step BDF2 scheme

The well-known nonuniform BDF2 formula can be expressed as the following convolutional summation:

$$
\begin{equation*}
D_{2} v^{n}=\sum_{k=1}^{n} b_{n-k}^{(n)} \nabla_{\tau} v^{k}, \quad n \geqslant 1 \tag{1.5}
\end{equation*}
$$

where the discrete convolution kernels $b_{n-k}^{(n)}$ are defined by $b_{0}^{(1)}:=1 / \tau_{1}$ for $n=1$, and for $n \geqslant 2$ one has

$$
\begin{equation*}
b_{0}^{(n)}:=\frac{1+2 r_{n}}{\tau_{n}\left(1+r_{n}\right)}, \quad b_{1}^{(n)}:=-\frac{r_{n}^{2}}{\tau_{n}\left(1+r_{n}\right)} \quad \text { and } \quad b_{j}^{(n)}:=0 \quad \text { for } j \geqslant 2 . \tag{1.6}
\end{equation*}
$$

Without loss of generality, we can include the first-order BDF (BDF1) formula in (1.5) by putting $r_{1} \equiv 0$, and use it to compute the first-level solution for initialization.

To present the fully discrete scheme, for the physical domain $\Omega=(0, L)^{2}$, we use a uniform grid with grid lengths $h_{x}=h_{y}=h:=L / M$ (with $M$ being an integer) to yield the discrete domains

$$
\Omega_{h}:=\left\{\boldsymbol{x}_{h}=(i h, j h) \mid 1 \leqslant i, j \leqslant M\right\} \quad \text { and } \quad \bar{\Omega}_{h}:=\left\{x_{h}=(i h, j h) \mid 0 \leqslant i, j \leqslant M\right\} .
$$

For the function $w_{h}=w\left(\boldsymbol{x}_{h}\right)$, let

$$
\Delta_{x} w_{i j}:=\left(w_{i+1, j}-w_{i-1, j}\right) /(2 h) \quad \text { and } \quad \delta_{x}^{2} w_{i j}=\left(w_{i+1, j}-2 w_{i j}+w_{i-1, j}\right) / h^{2}
$$

The operators $\Delta_{y} w_{i j}$ and $\delta_{y}^{2} w_{i j}$ can be defined similarly. Moreover, the discrete gradient vector and the discrete Laplacian can also be defined accordingly:

$$
\nabla_{h} w_{i j}:=\left(\Delta_{x} w_{i j}, \Delta_{y} w_{i j}\right)^{\mathrm{T}}, \quad \Delta_{h} w_{i j}:=\left(\delta_{x}^{2}+\delta_{y}^{2}\right) w_{i j}
$$

One can further define the discrete divergence as $\nabla_{h} \cdot \boldsymbol{u}_{i j}:=\Delta_{x} v_{i j}+\Delta_{y} w_{i j}$ for the vector $\boldsymbol{u}_{h}=\left(v_{h}, w_{h}\right)^{\mathrm{T}}$. We also denote the space of $L$-periodic grid functions by $\mathbb{V}_{h}:=\left\{v_{h} \mid v_{h}\right.$ is $L$-periodic for $\left.\boldsymbol{x}_{h} \in \bar{\Omega}_{h}\right\}$.

We are now ready to present the fully implicit variable-step BDF2 scheme for the MBE equation (1.1): find the numerical solution $\phi_{h}^{n} \in \mathbb{V}_{h}$ such that $\phi_{h}^{0}:=\Phi_{0}\left(\boldsymbol{x}_{h}\right)$ and

$$
\begin{equation*}
D_{2} \phi_{h}^{n}+\varepsilon \Delta_{h}^{2} \phi_{h}^{n}+\nabla_{h} \cdot \boldsymbol{f}\left(\nabla_{h} \phi_{h}^{n}\right)=0 \quad \text { for } \boldsymbol{x}_{h} \in \Omega_{h} \quad \text { and } \quad 1 \leqslant n \leqslant N . \tag{1.7}
\end{equation*}
$$

### 1.2 Summary of the main contributions

As mentioned, we shall pursuit the further study of the analysis technique in [19] for the nonlinear MBE model. In [19], the discrete orthogonal convolution (DOC) kernels are proposed for analyzing the linear diffusion problems. The DOC kernels are defined as follows:

$$
\begin{equation*}
\theta_{0}^{(n)}:=\frac{1}{b_{0}^{(n)}} \quad \text { and } \quad \theta_{n-k}^{(n)}:=-\frac{1}{b_{0}^{(k)}} \sum_{j=k+1}^{n} \theta_{n-j}^{(n)} b_{j-k}^{(j)} \quad \text { for } 1 \leqslant k \leqslant n-1 \tag{1.8}
\end{equation*}
$$

It is easy to verify that the following discrete orthogonal identity holds:

$$
\begin{equation*}
\sum_{j=k}^{n} \theta_{n-j}^{(n)} b_{j-k}^{(j)} \equiv \delta_{n k} \quad \text { for } 1 \leqslant k \leqslant n \tag{1.9}
\end{equation*}
$$

where $\delta_{n k}$ is the Kronecker delta symbol.
The main motivation for introducing the DOC kernels lies in the following equality:

$$
\begin{equation*}
\sum_{j=1}^{n} \theta_{n-j}^{(n)} D_{2} v^{j}=\nabla_{\tau} v^{n} \quad \text { for } n \geqslant 1 \tag{1.10}
\end{equation*}
$$

which can be derived by exchanging the summation order and using the identity (1.9).
In this work, by showing some new properties of the DOC kernels and the corresponding quadratic forms (see Lemmas $3.2-3.4$ ), we are able to show the energy stability and a rigorous error estimate of the nonuniform BDF2 scheme for the MBE model, under the following mild time-step ratio constraint:

S1. $0<r_{k}<r_{s}:=(3+\sqrt{17}) / 2 \approx 3.561$ for $2 \leqslant k \leqslant N$.
This coincides with the results in the linear case [19], and up to now seems to be the best results for nonlinear problems in the literature.

The rest of this paper is organized as follows. In Section 2, we show that the solution of the nonuniform BDF2 scheme is equivalent to the minimization problem of a convex energy functional, and thus it is uniquely solvable. Then, we present in Theorem 2.3 a discrete energy dissipation law. In Section 3, we present some new properties of the DOC kernels. This is used in Section 4 to show the $L^{2}$ norm stability and convergence property of the fully implicit scheme. Numerical experiments are presented in Section 5 to show the effectiveness of the BDF2 scheme with an adaptive time-stepping strategy. We finally give some concluding remarks in Section 6.

## 2 The solvability and energy stability

In this section, we show the solvability and discrete energy stability. To this end, for any grid functions $v, w \in \mathbb{V}_{h}$, we define the discrete $L^{2}$ inner product $\langle v, w\rangle:=h^{2} \sum_{\boldsymbol{x}_{h} \in \Omega_{h}} v_{h} w_{h}$ and the associated $L^{2}$ norm $\|v\|:=\sqrt{\langle v, v\rangle}$. The discrete seminorms $\left\|\nabla_{h} v\right\|$ and $\left\|\Delta_{h} v\right\|$ can be defined respectively by

$$
\left\|\nabla_{h} v\right\|:=\sqrt{h^{2} \sum_{\boldsymbol{x}_{h} \in \Omega_{h}}\left|\nabla_{h} v_{h}\right|^{2}} \text { and }\left\|\Delta_{h} v\right\|:=\sqrt{h^{2} \sum_{\boldsymbol{x}_{h} \in \Omega_{h}}\left|\Delta_{h} v_{h}\right|^{2}} \quad \text { for } v \in \mathbb{V}_{h} .
$$

For any grid functions $v, w \in \mathbb{V}_{h}$, the discrete Green's formula with periodic boundary conditions yield $\left\langle-\nabla_{h} \cdot \nabla_{h} v, w\right\rangle=\left\langle\nabla_{h} v, \nabla_{h} w\right\rangle$. It is easy to verify that for $\epsilon>0$ and $v \in \mathbb{V}_{h}$,

$$
\begin{equation*}
\left\|\nabla_{h} v\right\|^{2} \leqslant\left\langle-\Delta_{h} v, v\right\rangle \leqslant\left\|\Delta_{h} v\right\| \cdot\|v\| \leqslant \frac{\epsilon}{2}\left\|\Delta_{h} v\right\|^{2}+\frac{1}{2 \epsilon}\|v\|^{2} \tag{2.1}
\end{equation*}
$$

### 2.1 The unique solvability

We show the solvability of the BDF2 scheme (1.7) via a discrete energy functional $G$ on the space $\mathbb{V}_{h}$,

$$
G[z]:=\frac{1}{2} b_{0}^{(n)}\left\|z-\phi^{n-1}\right\|^{2}+b_{1}^{(n)}\left\langle\nabla_{\tau} \phi^{n-1}, z\right\rangle+\frac{\varepsilon}{2}\left\|\Delta_{h} z\right\|^{2}-\frac{1}{2}\left\langle\ln \left(1+\left|\nabla_{h} z\right|^{2}\right), 1\right\rangle .
$$

We have the following theorem.
Theorem 2.1. If the time-step sizes $\tau_{n} \leqslant 4 \varepsilon$, the BDF2 time-stepping scheme (1.7) is convex [25] and thus uniquely solvable.
Proof. To handle the logarithmic term in the above discrete energy functional $G$, we consider a function $g(\lambda):=\frac{1}{2} \ln \left(1+|\boldsymbol{u}+\lambda \boldsymbol{v}|^{2}\right)$ for any vectors $\boldsymbol{u}$ and $\boldsymbol{v}$ such that

$$
\left.\frac{d g(\lambda)}{d \lambda}\right|_{\lambda=0}=\frac{\boldsymbol{v}^{\mathrm{T}} \boldsymbol{u}}{1+|\boldsymbol{u}|^{2}}=\boldsymbol{v}^{\mathrm{T}} \boldsymbol{f}(\boldsymbol{u}) \quad \text { and }\left.\quad \frac{d^{2} g(\lambda)}{d \lambda^{2}}\right|_{\lambda=0}=\frac{1-|\boldsymbol{u}|^{2}}{\left(1+|\boldsymbol{u}|^{2}\right)^{2}} \boldsymbol{v}^{\mathrm{T}} \boldsymbol{v} \leqslant \boldsymbol{v}^{\mathrm{T}} \boldsymbol{v}
$$

For any time-level index $n \geqslant 1$, the time-step condition implies $b_{0}^{(n)}>\frac{1}{4 \varepsilon}$. Then the functional $G$ is strictly convex as for any $\lambda \in \mathbb{R}$ and any $\psi_{h} \in \mathbb{V}_{h}$, one has

$$
\left.\frac{d^{2}}{d \lambda^{2}} G[z+\lambda \psi]\right|_{\lambda=0} \geqslant b_{0}^{(n)}\|\psi\|^{2}+\varepsilon\left\|\Delta_{h} \psi\right\|^{2}-\left\|\nabla_{h} \psi\right\|^{2} \geqslant\left(b_{0}^{(n)}-\frac{1}{4 \varepsilon}\right)\|\psi\|^{2} \geqslant 0
$$

where the inequality (2.1) with $\epsilon:=2 \varepsilon$ was applied to bound $\left\|\nabla_{h} \psi\right\|^{2}$ in the above derivation. Thus, the functional $G$ admits a unique minimizer (denoted by $\phi_{h}^{n}$ ) if and only if it solves

$$
\begin{aligned}
0 & =\left.\frac{d}{d \lambda} G[z+\lambda \psi]\right|_{\lambda=0} \\
& =b_{0}^{(n)}\left\langle z-\phi^{n-1}, \psi\right\rangle+b_{1}^{(n)}\left\langle\nabla_{\tau} \phi^{n-1}, \psi\right\rangle+\varepsilon\left\langle\Delta_{h}^{2} z, \psi\right\rangle-\left\langle\boldsymbol{f}\left(\nabla_{h} z\right), \nabla_{h} \psi\right\rangle \\
& =\left\langle b_{0}^{(n)}\left(z-\phi^{n-1}\right)+b_{1}^{(n)} \nabla_{\tau} \phi^{n-1}+\varepsilon \Delta_{h}^{2} z+\nabla_{h} \cdot \boldsymbol{f}\left(\nabla_{h} z\right), \psi\right\rangle .
\end{aligned}
$$

This equation holds for any $\psi_{h} \in \mathbb{V}_{h}$ if and only if the unique minimizer $\phi_{h}^{n} \in \mathbb{V}_{h}$ solves

$$
b_{0}^{(n)}\left(\phi_{h}^{n}-\phi_{h}^{n-1}\right)+b_{1}^{(n)} \nabla_{\tau} \phi_{h}^{n-1}+\varepsilon \Delta_{h}^{2} \phi_{h}^{n}+\nabla_{h} \cdot \boldsymbol{f}\left(\nabla_{h} \phi_{h}^{n}\right)=0
$$

and this coincides with the BDF2 scheme (1.7). The proof is completed.

### 2.2 The discrete energy dissipation law

To establish the energy stability of the BDF2 scheme (1.7), we first present the following lemma for which the proof is similar to that in [19, Lemma 2.1].
Lemma 2.2. Suppose that S1 holds. Then for any non-zero sequence $\left\{w_{k}\right\}_{k=1}^{n}$, it holds that

$$
\begin{equation*}
2 w_{k} \sum_{j=1}^{k} b_{k-j}^{(k)} w_{j} \geqslant \frac{r_{k+1}}{1+r_{k+1}} \frac{w_{k}^{2}}{\tau_{k}}-\frac{r_{k}}{1+r_{k}} \frac{w_{k-1}^{2}}{\tau_{k-1}}+\left(\frac{2+4 r_{k}-r_{k}^{2}}{1+r_{k}}-\frac{r_{k+1}}{1+r_{k+1}}\right) \frac{w_{k}^{2}}{\tau_{k}}, \quad k \geqslant 2 \tag{2.2}
\end{equation*}
$$

Consequently, the discrete convolution kernels $b_{n-k}^{(n)}$ are positive definite in the sense that

$$
\sum_{k=1}^{n} w_{k} \sum_{j=1}^{k} b_{k-j}^{(k)} w_{j} \geqslant \frac{1}{2} \sum_{k=1}^{n}\left(\frac{2+4 r_{k}-r_{k}^{2}}{1+r_{k}}-\frac{r_{k+1}}{1+r_{k+1}}\right) \frac{w_{k}^{2}}{\tau_{k}}>0, \quad n \geqslant 2
$$

Let $E\left[\phi^{n}\right]$ be the discrete version of the energy functional (1.2), i.e.,

$$
\begin{equation*}
E\left[\phi^{n}\right]:=\frac{\varepsilon}{2}\left\|\Delta_{h} \phi^{n}\right\|^{2}-\frac{1}{2}\left\langle\ln \left(1+\left|\nabla_{h} \phi^{n}\right|^{2}\right), 1\right\rangle \quad \text { for } 0 \leqslant n \leqslant N . \tag{2.3}
\end{equation*}
$$

We will consider the following modified discrete energy:

$$
\mathcal{E}\left[\phi^{n}\right]:=E\left[\phi^{n}\right]+\frac{r_{n+1}}{2\left(1+r_{n+1}\right) \tau_{n}}\left\|\nabla_{\tau} \phi^{n}\right\|^{2}, \quad 0 \leqslant n \leqslant N
$$

where $\mathcal{E}\left[\phi^{0}\right]=E\left[\phi^{0}\right]$ due to $r_{1} \equiv 0$. To establish an energy dissipation law, we impose a restriction of time-step sizes $\tau_{n}$ as follows:

$$
\begin{equation*}
\tau_{n} \leqslant 4 \varepsilon \min \left\{1, \frac{2+4 r_{n}-r_{n}^{2}}{1+r_{n}}-\frac{r_{n+1}}{1+r_{n+1}}\right\}, \quad n \geqslant 1 \tag{2.4}
\end{equation*}
$$

We are now ready to present the following theorem.
Theorem 2.3. $\quad$ Suppose that S 1 holds with the time-step condition (2.4). Then the BDF2 scheme (1.7) admits the following energy dissipation law:

$$
\mathcal{E}\left[\phi^{n}\right] \leqslant \mathcal{E}\left[\phi^{n-1}\right] \leqslant \mathcal{E}\left[\phi^{0}\right]=E\left[\phi^{0}\right], \quad n \geqslant 1
$$

Proof. Taking the inner product of (1.7) by $\nabla_{\tau} \phi^{n}$, one has

$$
\begin{equation*}
\left\langle D_{2} \phi^{n}, \nabla_{\tau} \phi^{n}\right\rangle+\varepsilon\left\langle\Delta_{h}^{2} \phi^{n}, \nabla_{\tau} \phi^{n}\right\rangle+\left\langle\nabla_{h} \cdot \boldsymbol{f}\left(\nabla_{h} \phi^{n}\right), \nabla_{\tau} \phi^{n}\right\rangle=0 \quad \text { for } n \geqslant 1 \tag{2.5}
\end{equation*}
$$

By using the summation by parts argument and $2 a(a-b)=a^{2}-b^{2}+(a-b)^{2}$, we obtain

$$
\begin{equation*}
\varepsilon\left\langle\Delta_{h}^{2} \phi^{n}, \nabla_{\tau} \phi^{n}\right\rangle=\varepsilon\left\langle\Delta_{h} \phi^{n}, \Delta_{h} \nabla_{\tau} \phi^{n}\right\rangle=\frac{\varepsilon}{2}\left\|\Delta_{h} \phi^{n}\right\|^{2}-\frac{\varepsilon}{2}\left\|\Delta_{h} \phi^{n-1}\right\|^{2}+\frac{\varepsilon}{2}\left\|\Delta_{h} \nabla_{\tau} \phi^{n}\right\|^{2} \tag{2.6}
\end{equation*}
$$

To deal with the nonlinear term on the left-hand side of (2.5), we notice that for any vectors $\boldsymbol{u}$ and $\boldsymbol{v}$ one has

$$
\frac{2(\boldsymbol{u}-\boldsymbol{v})^{\mathrm{T}} \boldsymbol{u}}{1+|\boldsymbol{u}|^{2}}=\frac{|\boldsymbol{u}|^{2}-|\boldsymbol{v}|^{2}}{1+|\boldsymbol{u}|^{2}}+\frac{|\boldsymbol{u}-\boldsymbol{v}|^{2}}{1+|\boldsymbol{u}|^{2}} \leqslant \ln \frac{1+|\boldsymbol{u}|^{2}}{1+|\boldsymbol{v}|^{2}}+|\boldsymbol{u}-\boldsymbol{v}|^{2}
$$

where the inequality $\frac{z}{1+z} \leqslant \ln (1+z)$ with $z=\left(|\boldsymbol{u}|^{2}-|\boldsymbol{v}|^{2}\right) /\left(1+|\boldsymbol{v}|^{2}\right)>-1$ was used. Thus, by taking $\boldsymbol{u}:=\nabla_{h} \phi^{n}$ and $\boldsymbol{v}:=\nabla_{h} \phi^{n-1}$, one has

$$
\begin{align*}
\left\langle\nabla_{h} \cdot \boldsymbol{f}\left(\nabla_{h} \phi^{n}\right), \nabla_{\tau} \phi^{n}\right\rangle= & -\left\langle\boldsymbol{f}\left(\nabla_{h} \phi^{n}\right), \nabla_{h} \nabla_{\tau} \phi^{n}\right\rangle \\
\geqslant & -\frac{1}{2}\left\langle\ln \left(1+\left|\nabla_{h} \phi^{n}\right|^{2}\right), 1\right\rangle+\frac{1}{2}\left\langle\ln \left(1+\left|\nabla_{h} \phi^{n-1}\right|^{2}\right), 1\right\rangle-\frac{1}{2}\left\|\nabla_{h} \nabla_{\tau} \phi^{n}\right\|^{2} \\
\geqslant & -\frac{1}{2}\left\langle\ln \left(1+\left|\nabla_{h} \phi^{n}\right|^{2}\right), 1\right\rangle+\frac{1}{2}\left\langle\ln \left(1+\left|\nabla_{h} \phi^{n-1}\right|^{2}\right), 1\right\rangle \\
& -\frac{\varepsilon}{2}\left\|\Delta_{h} \nabla_{\tau} \phi^{n}\right\|^{2}-\frac{1}{8 \varepsilon}\left\|\nabla_{\tau} \phi^{n}\right\|^{2}, \tag{2.7}
\end{align*}
$$

where the inequality (2.1) with $v:=\nabla_{\tau} \phi^{n}$ and $\epsilon:=2 \varepsilon$ was applied to bound $\left\|\nabla_{h} \nabla_{\tau} \phi^{n}\right\|^{2}$ in the last step. By inserting (2.6)-(2.7) into (2.5) and using together the definition (2.3), we obtain

$$
\begin{equation*}
\left\langle D_{2} \phi^{n}, \nabla_{\tau} \phi^{n}\right\rangle-\frac{1}{8 \varepsilon}\left\|\nabla_{\tau} \phi^{n}\right\|^{2}+E\left[\phi^{n}\right]-E\left[\phi^{n-1}\right] \leqslant 0 \quad \text { for } n \geqslant 1 \tag{2.8}
\end{equation*}
$$

We now proceed the proof by dealing with the first term on the left-hand side of (2.8). For $n \geqslant 2$, Lemma 2.2 and the time-step condition (2.4) yield

$$
\left\langle D_{2} \phi^{n}, \nabla_{\tau} \phi^{n}\right\rangle \geqslant \frac{r_{n+1}}{2\left(1+r_{n+1}\right) \tau_{n}}\left\|\nabla_{\tau} \phi^{n}\right\|^{2}-\frac{r_{n}}{2\left(1+r_{n}\right) \tau_{n-1}}\left\|\nabla_{\tau} \phi^{n-1}\right\|^{2}+\frac{1}{8 \varepsilon}\left\|\nabla_{\tau} \phi^{n}\right\|^{2}
$$

Then it follows from (2.8) that

$$
\mathcal{E}\left[\phi^{n}\right] \leqslant \mathcal{E}\left[\phi^{n-1}\right], \quad n \geqslant 2
$$

For the case where $n=1$, the fact $r_{1}=0$ and the time-step condition (2.4) yield $\tau_{1} \leqslant \frac{4 \varepsilon\left(2+r_{2}\right)}{1+r_{2}}$. Consequently, one has

$$
\left\langle D_{2} \phi^{1}, \nabla_{\tau} \phi^{1}\right\rangle=\frac{1}{\tau_{1}}\left\|\nabla_{\tau} \phi^{1}\right\|^{2} \geqslant \frac{r_{2}}{2\left(1+r_{2}\right) \tau_{1}}\left\|\nabla_{\tau} \phi^{1}\right\|^{2}+\frac{1}{8 \varepsilon}\left\|\nabla_{\tau} \phi^{1}\right\|^{2}
$$

By inserting the above inequality into (2.8), one gets $\mathcal{E}\left[\phi^{1}\right] \leqslant E\left[\phi^{0}\right]=\mathcal{E}\left[\phi^{0}\right]$. This completes the proof.
Remark 2.4. By following the derivation of (1.3), we are not able to obtain the certain discrete energy dissipation law of the original energy $E\left[\phi^{n}\right]$ for the BDF2 scheme (1.7). With the help of Lemma 2.2, only a dissipation law of the modified energy $\mathcal{E}\left[\phi^{n}\right]$ is achieved. Fortunately, $\mathcal{E}\left[\phi^{n}\right]-E\left[\phi^{n}\right] \approx \tau_{n}\left\|\partial_{\tau} \phi^{n}\right\|^{2}$ so that the modified energy approximates the original energy with an order of $O\left(\tau_{n}\right)$. From a computational perspective, the modified discrete energy form $\mathcal{E}\left[\phi^{n}\right]$ suggests that small time-steps (with small stepratios) are necessary to capture the solution behaviors when $\left\|\partial_{t} \phi\right\|$ becomes large, while large time-steps are acceptable to accelerate the time integration when $\left\|\partial_{t} \phi\right\|$ is small.
Remark 2.5. Notice that the first time-step condition in (2.4) comes from the unique solvability and the second one is necessary to maintain the discrete energy stability. In practice, the time-step constraint (2.4) requires $\tau_{n}=O(\varepsilon)$ which is essentially determined by the value of the surface diffusion parameter $\varepsilon$. Thus, the time-step condition is acceptable since the restriction $\tau_{n}=O(\varepsilon)$ is always required in the $L^{2}$ norm stability or convergence analysis $[3,4,14,20]$.

## 3 New properties of the DOC kernels

We firstly present some basic properties of the DOC kernels which can be found in [19, Lemmas 2.2 and 2.3 and Corollary 2.1].
Lemma 3.1. Under the assumption S1, which implies that the discrete convolution kernels $b_{n-k}^{(n)}$ in (1.6) are positive definite, then the following properties of the DOC kernels $\theta_{n-j}^{(n)}$ hold:
(i) the discrete kernels $\theta_{n-j}^{(n)}$ are positive definite;
(ii) the discrete kernels $\theta_{n-j}^{(n)}$ are positive and $\theta_{n-j}^{(n)}=\frac{1}{b_{0}^{(j)}} \prod_{i=j+1}^{n} \frac{r_{i}^{2}}{1+2 r_{i}}$ for $1 \leqslant j \leqslant n$;
(iii) $\sum_{j=1}^{n} \theta_{n-j}^{(n)}=\tau_{n}$ such that $\sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}=t_{n}$ for $n \geqslant 1$.

In order to facilitate the following numerical analysis, we use the BDF2 kernels $b_{k-j}^{(k)}$, the DOC kernels $\theta_{k-j}^{(k)}$ and the $2 \times 2$ identity matrix $\mathbf{I}_{2}$ to define the following matrices:

$$
\boldsymbol{B}_{2}:=\left(\begin{array}{cccc}
b_{0}^{(1)} & & & \\
b_{1}^{(2)} & b_{0}^{(2)} & & \\
& \ddots & \ddots & \\
& & b_{1}^{(n)} & b_{0}^{(n)}
\end{array}\right) \otimes \mathbf{I}_{2}, \quad \boldsymbol{\Theta}_{2}:=\left(\begin{array}{cccc}
\theta_{0}^{(1)} & & & \\
\theta_{1}^{(2)} & \theta_{0}^{(2)} & & \\
\vdots & \vdots & \ddots & \\
\theta_{n-1}^{(n)} & \theta_{n-2}^{(n)} & \ldots & \theta_{0}^{(n)}
\end{array}\right) \otimes \mathbf{I}_{2},
$$

where " $\otimes$ " denotes the tensor product. By the discrete orthogonal identity (1.9), one can verify that $\boldsymbol{\Theta}_{2}=\boldsymbol{B}_{2}^{-1}$. Lemma 2.2 shows that the real symmetric matrix

$$
\begin{equation*}
\boldsymbol{B}:=\boldsymbol{B}_{2}+\boldsymbol{B}_{2}^{\mathrm{T}} \quad \text { is positive definite. } \tag{3.1}
\end{equation*}
$$

Similarly, Lemma 3.1(i) implies that the real symmetric matrix $\boldsymbol{\Theta}:=\boldsymbol{\Theta}_{2}+\boldsymbol{\Theta}_{2}^{\mathrm{T}}$ is positive definite. By using (3.1), one can check that

$$
\begin{equation*}
\boldsymbol{\Theta}=\boldsymbol{B}_{2}^{-1}+\left(\boldsymbol{B}_{2}^{-1}\right)^{\mathrm{T}}=\left(\boldsymbol{B}_{2}^{-1}\right)^{\mathrm{T}} \boldsymbol{B} \boldsymbol{B}_{2}^{-1} . \tag{3.2}
\end{equation*}
$$

Moreover, we define a diagonal matrix $\boldsymbol{\Lambda}_{\tau}:=\operatorname{diag}\left(\sqrt{\tau_{1}}, \sqrt{\tau_{2}}, \ldots, \sqrt{\tau_{n}}\right) \otimes \mathbf{I}_{2}$ and

$$
\widetilde{\boldsymbol{B}}_{2}:=\boldsymbol{\Lambda}_{\tau} \boldsymbol{B}_{2} \boldsymbol{\Lambda}_{\tau}=\left(\begin{array}{cccc}
\tilde{b}_{0}^{(1)} & & &  \tag{3.3}\\
\tilde{b}_{1}^{(2)} & \tilde{b}_{0}^{(2)} & & \\
& \ddots & \ddots & \\
& & \tilde{b}_{1}^{(n)} & \tilde{b}_{0}^{(n)}
\end{array}\right) \otimes \mathbf{I}_{2},
$$

where the discrete kernels $\tilde{b}_{0}^{(k)}$ and $\tilde{b}_{1}^{(k)}$ are given by ( $r_{1} \equiv 0$ )

$$
\tilde{b}_{0}^{(k)}=\frac{1+2 r_{k}}{1+r_{k}} \quad \text { and } \quad \tilde{b}_{1}^{(k)}=-\frac{r_{k}^{3 / 2}}{1+r_{k}} \quad \text { for } 1 \leqslant k \leqslant n .
$$

By following the proof of [17, Lemma A.1], it is easy to check that the real symmetric matrix

$$
\widetilde{\boldsymbol{B}}:=\widetilde{\boldsymbol{B}}_{2}+\widetilde{\boldsymbol{B}}_{2}^{\mathrm{T}} \quad \text { is positive definite. }
$$

So there exists a non-singular upper triangular matrix $\boldsymbol{L}$ such that

$$
\begin{equation*}
\widetilde{\boldsymbol{B}}=\boldsymbol{\Lambda}_{\tau} \boldsymbol{B} \boldsymbol{\Lambda}_{\tau}=\boldsymbol{L}^{\mathrm{T}} \boldsymbol{L} \quad \text { or } \quad \boldsymbol{B}=\left(\boldsymbol{L} \boldsymbol{\Lambda}_{\tau}^{-1}\right)^{\mathrm{T}} \boldsymbol{L} \boldsymbol{\Lambda}_{\tau}^{-1} . \tag{3.4}
\end{equation*}
$$

We will present some discrete convolution inequalities with respect to the DOC kernels. To do so, we introduce the vector norm $\|\cdot\|$ by $\|\boldsymbol{u}\|:=\sqrt{\boldsymbol{u}^{\mathrm{T}} \boldsymbol{u}}$ and the associated matrix norm $\|\boldsymbol{A}\|:=\sqrt{\rho\left(\boldsymbol{A}^{\mathrm{T}} \boldsymbol{A}\right)}$. Also, we define a positive quantity

$$
\begin{equation*}
\mathcal{M}_{r}:=\max _{n \geqslant 1}\left\|\widetilde{\boldsymbol{B}}_{2}\right\|^{2}\left\|\boldsymbol{L}^{-1}\right\|^{4}=\max _{n \geqslant 1} \frac{\lambda_{\max }\left(\widetilde{\boldsymbol{B}}_{2}^{\mathrm{T}} \widetilde{\boldsymbol{B}}_{2}\right)}{\lambda_{\min }^{2}(\widetilde{\boldsymbol{B}})} . \tag{3.5}
\end{equation*}
$$

Under the step-ratio condition S 1 , a rough estimate $\mathcal{M}_{r}<39$ could be followed from [17, Lemmas A. 1 and A.2]. As noticed in [17, Remark 3], one has $\mathcal{M}_{r} \leqslant 4$ if practical simulations do not continuously use large step-ratios approaching the stability limit $r_{s}=3.561$.
Lemma 3.2. If the condition S 1 holds, then for any vector sequences $\boldsymbol{z}^{k}, \boldsymbol{w}^{k} \in \mathbb{R}^{2}(1 \leqslant k \leqslant n)$,

$$
\sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}\left(\boldsymbol{z}^{k}\right)^{\mathrm{T}} \boldsymbol{w}^{j} \leqslant \frac{\epsilon}{2} \boldsymbol{z}^{\mathrm{T}} \boldsymbol{\Theta} \boldsymbol{z}+\frac{1}{2 \epsilon} \boldsymbol{w}^{\mathrm{T}} \boldsymbol{B}^{-1} \boldsymbol{w} \quad \text { for any } \epsilon \geqslant 0
$$

where the vector $\boldsymbol{z}:=\left(\left(\boldsymbol{z}^{1}\right)^{\mathrm{T}},\left(\boldsymbol{z}^{2}\right)^{\mathrm{T}}, \ldots,\left(\boldsymbol{z}^{n}\right)^{\mathrm{T}}\right)^{\mathrm{T}}$ and $\boldsymbol{w}:=\left(\left(\boldsymbol{w}^{1}\right)^{\mathrm{T}},\left(\boldsymbol{w}^{2}\right)^{\mathrm{T}}, \ldots,\left(\boldsymbol{w}^{n}\right)^{\mathrm{T}}\right)^{\mathrm{T}}$.
Proof. This result can be verified by following from the proof of [17, Lemma A.3].
Lemma 3.3 (See [14, Lemma 3.5]). For any $\boldsymbol{v}, \boldsymbol{w} \in \mathbb{R}^{2}$, there exists a symmetric matrix $\boldsymbol{Q}_{f} \in \mathbb{R}^{2 \times 2}$ such that $\boldsymbol{f}(\boldsymbol{v})-\boldsymbol{f}(\boldsymbol{w})=\boldsymbol{Q}_{f}(\boldsymbol{v}-\boldsymbol{w})$, and the eigenvalues of $\boldsymbol{Q}_{f}$ satisfy $\lambda_{1}, \lambda_{2} \in[-1 / 8,1]$. Consequently, it holds that

$$
|\boldsymbol{f}(\boldsymbol{v})-\boldsymbol{f}(\boldsymbol{w})| \leqslant|\boldsymbol{v}-\boldsymbol{w}| \quad \text { for any } \boldsymbol{v}, \boldsymbol{w} \in \mathbb{R}^{2}
$$

Lemma 3.4. Assume that the condition S 1 holds. For any vector sequences $\boldsymbol{v}^{k}, \boldsymbol{z}^{k}, \boldsymbol{w}^{k} \in \mathbb{R}^{2}, 1 \leqslant k \leqslant n$ and any $\epsilon>0$, it holds that

$$
\sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}\left(\boldsymbol{z}^{k}\right)^{\mathrm{T}}\left[\boldsymbol{f}\left(\boldsymbol{v}^{j}+\boldsymbol{w}^{j}\right)-\boldsymbol{f}\left(\boldsymbol{v}^{j}\right)\right] \leqslant \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}\left[\epsilon\left(\boldsymbol{z}^{k}\right)^{\mathrm{T}} \boldsymbol{z}^{j}+\frac{\mathcal{M}_{r}}{\epsilon}\left(\boldsymbol{w}^{k}\right)^{\mathrm{T}} \boldsymbol{w}^{j}\right]
$$

where the positive constant $\mathcal{M}_{r}$, independent of the time $t_{n}$, time-step sizes $\tau_{n}$ and time-step ratios $r_{n}$, is defined by (3.5). Consequently,

$$
\sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}\left(\boldsymbol{z}^{k}\right)^{\mathrm{T}}\left[\boldsymbol{f}\left(\boldsymbol{v}^{j}+\boldsymbol{z}^{j}\right)-\boldsymbol{f}\left(\boldsymbol{v}^{j}\right)\right] \leqslant 2 \sqrt{\mathcal{M}_{r}} \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}\left(\boldsymbol{z}^{k}\right)^{\mathrm{T}} \boldsymbol{z}^{j}
$$

Proof. According to Lemma 3.3, there exists a sequence of symmetric matrices

$$
\boldsymbol{Q}_{f}^{j} \in \mathbb{R}^{2 \times 2} \quad \text { such that } \quad \boldsymbol{f}\left(\boldsymbol{w}^{j}+\boldsymbol{v}^{j}\right)-\boldsymbol{f}\left(\boldsymbol{w}^{j}\right)=\boldsymbol{Q}_{f}^{j} \boldsymbol{v}^{j} \quad \text { for } 1 \leqslant j \leqslant n
$$

where the corresponding eigenvalues of $\boldsymbol{Q}_{f}^{j}$ satisfy $\lambda_{j 1}, \lambda_{j 2} \in[-1 / 8,1]$ for $1 \leqslant j \leqslant n$. Now we define the following symmetric matrix:

$$
\boldsymbol{Q}:=\operatorname{diag}\left(\boldsymbol{Q}_{f}^{1}, \boldsymbol{Q}_{f}^{2}, \ldots, \boldsymbol{Q}_{f}^{n}\right) \in \mathbb{R}^{2 n \times 2 n}
$$

The eigenvalues $\mu_{k}$ of $\boldsymbol{Q}_{2 n \times 2 n}$ satisfy $\mu_{k} \in[-1 / 8,1]$ for $1 \leqslant k \leqslant 2 n$. Thus

$$
\begin{equation*}
\rho(\boldsymbol{Q}) \leqslant 1 \quad \text { such that }\|\boldsymbol{Q}\| \leqslant 1 . \tag{3.6}
\end{equation*}
$$

Also, it is easy to verify that $\boldsymbol{Q}$ and $\boldsymbol{\Lambda}_{\tau}$ are commutative, i.e., $\boldsymbol{Q} \boldsymbol{\Lambda}_{\tau}=\boldsymbol{\Lambda}_{\tau} \boldsymbol{Q}$.
By introducing $\boldsymbol{z}_{e}:=\left(\left(\boldsymbol{z}^{1}\right)^{\mathrm{T}},\left(\boldsymbol{z}^{2}\right)^{\mathrm{T}}, \ldots,\left(\boldsymbol{z}^{n}\right)^{\mathrm{T}}\right)^{\mathrm{T}}$ and $\boldsymbol{w}_{e}:=\left(\left(\boldsymbol{w}^{1}\right)^{\mathrm{T}},\left(\boldsymbol{w}^{2}\right)^{\mathrm{T}}, \ldots,\left(\boldsymbol{w}^{n}\right)^{\mathrm{T}}\right)^{\mathrm{T}}$, we apply Lemma 3.2 with $\boldsymbol{z}:=\boldsymbol{z}_{e}$ and $\boldsymbol{w}:=\boldsymbol{Q} \boldsymbol{w}_{e}$ to derive that

$$
\begin{align*}
\sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}\left(\boldsymbol{z}^{k}\right)^{\mathrm{T}}\left[\boldsymbol{f}\left(\boldsymbol{v}^{j}+\boldsymbol{w}^{j}\right)-\boldsymbol{f}\left(\boldsymbol{v}^{j}\right)\right] & =\sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}\left(\boldsymbol{z}^{k}\right)^{\mathrm{T}} \boldsymbol{Q}_{f}^{j} \boldsymbol{w}^{j} \\
& \leqslant \frac{\epsilon}{2} \boldsymbol{z}_{e}^{\mathrm{T}} \boldsymbol{\Theta} \boldsymbol{z}_{e}+\frac{1}{2 \epsilon} \boldsymbol{w}_{e}^{\mathrm{T}} \boldsymbol{Q}^{\mathrm{T}} \boldsymbol{B}^{-1} \boldsymbol{Q} \boldsymbol{w}_{e} \\
& =\epsilon \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}\left(\boldsymbol{z}^{k}\right)^{\mathrm{T}} \boldsymbol{z}^{j}+\frac{1}{2 \epsilon} \boldsymbol{w}_{e}^{\mathrm{T}} \boldsymbol{Q}^{\mathrm{T}} \boldsymbol{B}^{-1} \boldsymbol{Q} \boldsymbol{w}_{e} \tag{3.7}
\end{align*}
$$

Now we deal with the second term on the right-hand side of the above inequality. It follows from (3.2) and (3.4) that

$$
\boldsymbol{\Theta}=\left(\boldsymbol{B}_{2}^{-1}\right)^{\mathrm{T}} \boldsymbol{B} \boldsymbol{B}_{2}^{-1}=\left(\boldsymbol{B}_{2}^{-1}\right)^{\mathrm{T}}\left(\boldsymbol{L} \boldsymbol{\Lambda}_{\tau}^{-1}\right)^{\mathrm{T}} \boldsymbol{L} \boldsymbol{\Lambda}_{\tau}^{-1} \boldsymbol{B}_{2}^{-1}=\left(\boldsymbol{L} \boldsymbol{\Lambda}_{\tau}^{-1} \boldsymbol{B}_{2}^{-1}\right)^{\mathrm{T}} \boldsymbol{L} \boldsymbol{\Lambda}_{\tau}^{-1} \boldsymbol{B}_{2}^{-1}
$$

and then $\boldsymbol{w}_{e}^{\mathrm{T}} \boldsymbol{\Theta} \boldsymbol{w}_{e}=\left\|\boldsymbol{L} \boldsymbol{\Lambda}_{\tau}^{-1} \boldsymbol{B}_{2}^{-1} \boldsymbol{w}_{e}\right\|^{2}$. We use the definition (3.3) and the equality (3.4) to derive that

$$
\begin{aligned}
\boldsymbol{w}_{e}^{\mathrm{T}} \boldsymbol{Q}^{\mathrm{T}} \boldsymbol{B}^{-1} \boldsymbol{Q} \boldsymbol{w}_{e} & =\left(\left(\boldsymbol{L}^{-1}\right)^{\mathrm{T}} \boldsymbol{\Lambda}_{\tau} \boldsymbol{Q} \boldsymbol{w}_{e}\right)^{\mathrm{T}}\left(\boldsymbol{L}^{-1}\right)^{\mathrm{T}} \boldsymbol{\Lambda}_{\tau} \boldsymbol{Q} \boldsymbol{w}_{e}=\left\|\left(\boldsymbol{L}^{-1}\right)^{\mathrm{T}} \boldsymbol{\Lambda}_{\tau} \boldsymbol{Q} \boldsymbol{w}_{e}\right\|^{2} \\
& =\left\|\left(\boldsymbol{L}^{-1}\right)^{\mathrm{T}} \boldsymbol{\Lambda}_{\tau} \boldsymbol{Q} \boldsymbol{B}_{2} \boldsymbol{\Lambda}_{\tau} \boldsymbol{L}^{-1} \boldsymbol{L} \boldsymbol{\Lambda}_{\tau}^{-1} \boldsymbol{B}_{2}^{-1} \boldsymbol{w}_{e}\right\|^{2} \\
& \leqslant\left\|\left(\boldsymbol{L}^{-1}\right)^{\mathrm{T}} \boldsymbol{\Lambda}_{\tau} \boldsymbol{Q} \boldsymbol{B}_{2} \boldsymbol{\Lambda}_{\tau} \boldsymbol{L}^{-1}\right\|^{2}\left\|\boldsymbol{L} \boldsymbol{\Lambda}_{\tau}^{-1} \boldsymbol{B}_{2}^{-1} \boldsymbol{w}_{e}\right\|^{2} \\
& =\left\|\left(\boldsymbol{L}^{-1}\right)^{\mathrm{T}} \boldsymbol{Q} \widetilde{\boldsymbol{B}}_{2} \boldsymbol{L}^{-1}\right\|^{2} \cdot \boldsymbol{w}_{e}^{\mathrm{T}} \boldsymbol{\Theta} \boldsymbol{w}_{e} \\
& \leqslant\|\boldsymbol{Q}\|\| \| \widetilde{\boldsymbol{B}}_{2}\| \| \boldsymbol{L}^{-1} \|^{4} \cdot \boldsymbol{w}_{e}^{\mathrm{T}} \boldsymbol{\Theta} \boldsymbol{w}_{e} \\
& \leqslant 2 \mathcal{M}_{r} \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}\left(\boldsymbol{w}^{k}\right)^{\mathrm{T}} \boldsymbol{w}^{j},
\end{aligned}
$$

where the estimate (3.6) and the definition (3.5) of $\mathcal{M}_{r}$ have been used in the last inequality. Inserting the above inequality into (3.7), we obtain the claimed first inequality. The second result then follows immediately by setting $\boldsymbol{w}^{j}=\boldsymbol{z}^{j}$ and $\epsilon:=\sqrt{\mathcal{M}_{r}}$.

## 4 The $L^{2}$ norm stability and convergence analysis

In this section, we shall show the $L^{2}$ norm stability and convergence analysis of the variable-step BDF2 scheme for the MBE model. Always, they need a discrete Grönwall's inequality [19, Lemma 3.1].
Lemma 4.1. Let $\lambda \geqslant 0$, and the time sequences $\left\{\xi_{k}\right\}_{k=0}^{N}$ and $\left\{V_{k}\right\}_{k=1}^{N}$ be nonnegative. If

$$
V_{n} \leqslant \lambda \sum_{j=1}^{n-1} \tau_{j} V_{j}+\sum_{j=0}^{n} \xi_{j} \quad \text { for } 1 \leqslant n \leqslant N,
$$

then it holds that

$$
V_{n} \leqslant \exp \left(\lambda t_{n-1}\right) \sum_{j=0}^{n} \xi_{j} \quad \text { for } 1 \leqslant n \leqslant N .
$$

### 4.1 The $L^{2}$ norm stability

We first show the $L^{2}$ norm stability. In what follows, for notation simplicity, we shall set

$$
\sum_{k, j}:=\sum_{k=1}^{n} \sum_{j=1}^{k} .
$$

Theorem 4.2. If S1 holds with the time-step condition $\tau_{n} \leqslant \varepsilon /\left(16 \mathcal{M}_{r}^{2}\right)$, the variable-step BDF 2 scheme (1.7) is stable in the $L^{2}$ norm with respect to small initial disturbance, namely,

$$
\left\|\bar{\phi}^{n}-\phi^{n}\right\| \leqslant 2 \exp \left(16 \mathcal{M}_{r}^{2} t_{n-1} / \varepsilon\right)\left\|\bar{\phi}^{0}-\phi^{0}\right\| \quad \text { for } 1 \leqslant n \leqslant N \text {, }
$$

where $\bar{\phi}_{h}^{n}$ solves the equation (1.7) with the initial data $\bar{\phi}_{h}^{0}$.
Proof. Let $z_{h}^{k}$ be the solution perturbation $z_{h}^{k}:=\bar{\phi}_{h}^{k}-\phi_{h}^{k}$ for $\boldsymbol{x}_{h} \in \bar{\Omega}_{h}$ and $0 \leqslant k \leqslant N$. Then it is easy to obtain the perturbed equation

$$
\begin{equation*}
D_{2} z_{h}^{j}+\varepsilon \Delta_{h}^{2} z_{h}^{j}+\nabla_{h} \cdot\left(\boldsymbol{f}\left(\nabla_{h} \bar{\phi}_{h}^{j}\right)-\boldsymbol{f}\left(\nabla_{h} \phi_{h}^{j}\right)\right)=0 \quad \text { for } \boldsymbol{x}_{h} \in \Omega_{h} \quad \text { and } \quad 1 \leqslant j \leqslant N . \tag{4.1}
\end{equation*}
$$

Multiplying both sides of (4.1) by the DOC kernels $\theta_{k-j}^{(k)}$, and summing up from 1 to $k$, we have

$$
\nabla_{\tau} z_{h}^{k}+\varepsilon \sum_{j=1}^{k} \theta_{k-j}^{(k)} \Delta_{h}^{2} z_{h}^{j}+\sum_{j=1}^{k} \theta_{k-j}^{(k)} \nabla_{h} \cdot\left[\boldsymbol{f}\left(\nabla_{h} \bar{\phi}_{h}^{j}\right)-\boldsymbol{f}\left(\nabla_{h} \phi_{h}^{j}\right)\right]=0,
$$

where the equality (1.10) has been used in the derivation. Now by taking the inner product of the above equality with $2 z^{k}$, and summing up the derived equality from $k=1$ to $n$, one obtains

$$
\begin{equation*}
\left\|z^{n}\right\|^{2}-\left\|z^{0}\right\|^{2}+2 \varepsilon \sum_{k, j} \theta_{k-j}^{(k)}\left\langle\Delta_{h} z^{j}, \Delta_{h} z^{k}\right\rangle \leqslant 2 \sum_{k, j} \theta_{k-j}^{(k)}\left\langle\boldsymbol{f}\left(\nabla_{h} \bar{\phi}^{j}\right)-\boldsymbol{f}\left(\nabla_{h} \phi^{j}\right), \nabla_{h} z^{k}\right\rangle \tag{4.2}
\end{equation*}
$$

Now, by taking $\boldsymbol{v}^{k}:=\nabla_{h} \phi^{j}$ and $\boldsymbol{z}^{k}:=\nabla_{h} z^{k}$ in the second inequality of Lemma 3.4, one has

$$
\begin{align*}
\mathfrak{F}\left(\phi^{n}, z^{n}\right) & :=2 \sum_{k, j} \theta_{k-j}^{(k)}\left\langle\boldsymbol{f}\left(\nabla_{h} \phi^{j}+\nabla_{h} z^{j}\right)-\boldsymbol{f}\left(\nabla_{h} \phi^{j}\right), \nabla_{h} z^{k}\right\rangle \\
& \leqslant 4 \sqrt{\mathcal{M}_{r}} \sum_{k, j} \theta_{k-j}^{(k)}\left\langle\nabla_{h} z^{j}, \nabla_{h} z^{k}\right\rangle=4 \sqrt{\mathcal{M}_{r}} \sum_{k, j} \theta_{k-j}^{(k)}\left\langle-\Delta_{h} z^{k}, z^{j}\right\rangle . \tag{4.3}
\end{align*}
$$

Note that Lemma 3.4 holds for the simplest case where $\boldsymbol{f}(\boldsymbol{v}):=\boldsymbol{v}$. Thus one can take $\boldsymbol{z}^{k}:=-\Delta_{h} z^{k}$, $\boldsymbol{w}^{j}:=z^{j}$ and $\epsilon=\varepsilon /\left(2 \sqrt{\mathcal{M}_{r}}\right)$ to obtain

$$
\begin{equation*}
\mathfrak{F}\left(\phi^{n}, z^{n}\right) \leqslant 2 \varepsilon \sum_{k, j} \theta_{k-j}^{(k)}\left\langle\Delta_{h} z^{j}, \Delta_{h} z^{k}\right\rangle+8 \varepsilon^{-1} \mathcal{M}_{r}^{2} \sum_{k, j} \theta_{k-j}^{(k)}\left\langle z^{j}, z^{k}\right\rangle \tag{4.4}
\end{equation*}
$$

It follows from (4.2) and (4.4) that

$$
\left\|z^{n}\right\|^{2} \leqslant\left\|z^{0}\right\|^{2}+8 \varepsilon^{-1} \mathcal{M}_{r}^{2} \sum_{k, j} \theta_{k-j}^{(k)}\left\langle z^{j}, z^{k}\right\rangle \leqslant\left\|z^{0}\right\|^{2}+8 \varepsilon^{-1} \mathcal{M}_{r}^{2} \sum_{k, j} \theta_{k-j}^{(k)}\left\|z^{j}\right\|\left\|z^{k}\right\|
$$

for $1 \leqslant n \leqslant N$. Now by choosing some integer $n_{1}\left(0 \leqslant n_{1} \leqslant n\right)$ such that $\left\|z^{n_{1}}\right\|=\max _{0 \leqslant k \leqslant n}\left\|z^{k}\right\|$, and setting $n=n_{1}$ in the above inequality, we obtain by using Lemma 3.1(iii)

$$
\begin{equation*}
\left\|z^{n}\right\| \leqslant\left\|z^{n_{1}}\right\| \leqslant\left\|z^{0}\right\|+8 \varepsilon^{-1} \mathcal{M}_{r}^{2} \sum_{k=1}^{n_{1}} \tau_{k}\left\|z^{k}\right\| \leqslant\left\|z^{0}\right\|+8 \varepsilon^{-1} \mathcal{M}_{r}^{2} \sum_{k=1}^{n} \tau_{k}\left\|z^{k}\right\| \tag{4.5}
\end{equation*}
$$

for $1 \leqslant n \leqslant N$. By noticing the time-step condition $\tau_{n} \leqslant \varepsilon /\left(16 \mathcal{M}_{r}^{2}\right)$, one gets from (4.5) that

$$
\left\|z^{n}\right\| \leqslant 2\left\|z^{0}\right\|+16 \varepsilon^{-1} \mathcal{M}_{r}^{2} \sum_{k=1}^{n-1} \tau_{k}\left\|z^{k}\right\| \quad \text { for } 1 \leqslant n \leqslant N
$$

Then the desired result follows by using the discrete Grönwall's inequality in Lemma 4.1.
Notice that Theorem 4.2 does not involve any undesirable unbounded factors, such as $C_{r}$ or $\Gamma_{n}$ in the existing works $[2,5,8]$. For the time $t_{n} \leqslant T$, the stability factor $\exp \left(16 \mathcal{M}_{r}^{2} t_{n-1} / \varepsilon\right)$ remains bounded as the time-steps $\tau_{n}$ vanish or the step-ratios $r_{n}$ approach the zero-stability limit $r_{s}=3.561$. Thus Theorem 4.2 also shows that the variable-step BDF2 time-stepping scheme is robustly stable with respect to the variation of time-step sizes. Now by taking $\bar{\phi}_{h}^{0}=0$ in Theorem 4.2 and using together Theorem 2.1, we have the following corollary which simulates the $L^{2}$ norm estimate (1.4).
Corollary 4.3. If S 1 holds, the solution of the variable-step BDF2 scheme (1.7) fulfills

$$
\left\|\phi^{n}\right\| \leqslant \frac{1}{1-\delta} \exp \left(\frac{8 \mathcal{M}_{r}^{2} t_{n-1}}{(1-\delta) \varepsilon}\right)\left\|\phi^{0}\right\| \quad \text { for } \tau_{n} \leqslant \frac{\delta \varepsilon}{8 \mathcal{M}_{r}^{2}}(0<\delta<1) \quad \text { and } \quad 1 \leqslant n \leqslant N
$$

## 4.2 $\quad L^{2}$ norm error estimates

We are now at the stage to give the error estimates of the variable-step BDF2 scheme. To do this, let $\xi^{j}:=D_{2} \Phi\left(t_{j}\right)-\partial_{t} \Phi\left(t_{j}\right)$ be the local consistency error of the BDF2 scheme at the time $t=t_{j}$. We will consider a convolutional consistency error $\Xi^{k}$ defined by

$$
\begin{equation*}
\Xi^{k}:=\sum_{j=1}^{k} \theta_{k-j}^{(k)} \xi^{j}=\sum_{j=1}^{k} \theta_{k-j}^{(k)}\left(D_{2} \Phi\left(t_{j}\right)-\partial_{t} \Phi\left(t_{j}\right)\right) \quad \text { for } k \geqslant 1 \tag{4.6}
\end{equation*}
$$

Lemma 4.4 (See [17, Lemma 3.4]). If S1 holds, the consistency error $\Xi^{k}$ in (4.6) satisfies

$$
\left|\Xi^{k}\right| \leqslant \theta_{k-1}^{(k)} \int_{0}^{t_{1}}\left|\Phi^{\prime \prime}(t)\right| d t+3 \sum_{j=1}^{k} \theta_{k-j}^{(k)} \tau_{j} \int_{t_{j-1}}^{t_{j}}\left|\Phi^{\prime \prime \prime}(t)\right| d t \quad \text { for } k \geqslant 1
$$

such that

$$
\sum_{k=1}^{n}\left|\Xi^{k}\right| \leqslant \tau_{1} \int_{0}^{t_{1}}\left|\Phi^{\prime \prime}(t)\right| d t \sum_{k=1}^{n} \prod_{i=2}^{k} \frac{r_{i}^{2}}{1+2 r_{i}}+3 t_{n} \max _{1 \leqslant j \leqslant n}\left(\tau_{j} \int_{t_{j-1}}^{t_{j}}\left|\Phi^{\prime \prime \prime}(t)\right| d t\right) \quad \text { for } n \geqslant 1
$$

Hereafter, we shall use a generic constant $C_{\phi}>0$ in the error estimates which is not necessarily the same at different occurrences, but always independent of the time-steps $\tau_{n}$, the step-ratios $r_{n}$ and the spatial length $h$.
Theorem 4.5. Assume that the MBE problem (1.1) has a smooth solution $\Phi \in C_{\boldsymbol{x}, t}^{(6,3)}(\Omega \times(0, T])$. If S1 holds with the time-steps $\tau_{n} \leqslant \varepsilon /\left(16 \mathcal{M}_{r}^{2}\right)$, the BDF2 scheme (1.7) admits the following error estimate:

$$
\left\|\Phi^{n}-\phi^{n}\right\| \leqslant C_{\phi} \exp \left(16 \mathcal{M}_{r}^{2} t_{n-1} / \varepsilon\right)\left[\tau_{1}^{2} \sum_{k=1}^{n} \prod_{i=2}^{k} \frac{r_{i}^{2}}{1+2 r_{i}}+t_{n}\left(\tau^{2}+h^{2}\right)\right] \quad \text { for } 1 \leqslant n \leqslant N
$$

Proof. Let $\Phi_{h}^{n}:=\Phi\left(\boldsymbol{x}_{h}, t_{n}\right)$ and $e_{h}^{n}$ be the error function $e_{h}^{n}:=\Phi_{h}^{n}-\phi_{h}^{n}$ with $e_{h}^{n}:=0$ for $\boldsymbol{x}_{h} \in \bar{\Omega}_{h}$. We then have the following error equation:

$$
\begin{equation*}
D_{2} e_{h}^{j}+\varepsilon \Delta_{h}^{2} e_{h}^{j}+\nabla_{h} \cdot\left[\boldsymbol{f}\left(\nabla_{h} \Phi_{h}^{j}\right)-\boldsymbol{f}\left(\nabla_{h} \phi_{h}^{j}\right)\right]=\xi_{h}^{j}+\eta_{h}^{j} \tag{4.7}
\end{equation*}
$$

where $\xi_{h}^{j}$ and $\eta_{h}^{j}$ are the local consistency error in time and physical domain, respectively. If the solution is smooth, Lemma 3.1(iii) gives

$$
\begin{equation*}
\sum_{k=1}^{n}\left\|\Pi^{k}\right\| \leqslant C_{\phi} t_{n} h^{2} \quad \text { for } 1 \leqslant n \leqslant N, \quad \text { where } \Pi_{h}^{k}:=\sum_{j=1}^{k} \theta_{k-j}^{(k)} \eta_{h}^{j} \tag{4.8}
\end{equation*}
$$

Multiplying both sides of (4.7) by the DOC kernels $\theta_{k-j}^{(k)}$, and summing up the superscript from $j=1$ to $k$, we obtain by applying the equality (1.10)

$$
\nabla_{\tau} e_{h}^{k}+\varepsilon \sum_{j=1}^{k} \theta_{k-j}^{(k)} \Delta_{h}^{2} e_{h}^{j}+\sum_{j=1}^{k} \theta_{k-j}^{(k)} \nabla_{h} \cdot\left[\boldsymbol{f}\left(\nabla_{h} \Phi_{h}^{j}\right)-\boldsymbol{f}\left(\nabla_{h} \phi_{h}^{j}\right)\right]=\Xi_{h}^{k}+\Pi_{h}^{k}
$$

where $\Xi_{h}^{k}$ and $\Pi_{h}^{k}$ are defined by (4.6) and (4.8), respectively. Now by taking the inner product of the above equality with $2 e^{k}$, and summing up the superscript from $k=1$ to $n$, we obtain by using the discrete Green's formula

$$
\begin{equation*}
\left\|e^{n}\right\|^{2}-\left\|e^{0}\right\|^{2}+2 \varepsilon \sum_{k, j} \theta_{k-j}^{(k)}\left\langle\Delta_{h} e^{j}, \Delta_{h} e^{k}\right\rangle \leqslant \mathfrak{F}\left(\phi^{n}, e^{n}\right)+2 \sum_{k=1}^{n}\left\langle\Xi^{k}+\Pi^{k}, e^{k}\right\rangle \tag{4.9}
\end{equation*}
$$

where $\mathfrak{F}\left(\phi^{n}, e^{n}\right)$ is defined in (4.3). The derivation of (4.4) yields

$$
\mathfrak{F}\left(\phi^{n}, e^{n}\right) \leqslant 2 \varepsilon \sum_{k, j} \theta_{k-j}^{(k)}\left\langle\Delta_{h} e^{j}, \Delta_{h} e^{k}\right\rangle+8 \varepsilon^{-1} \mathcal{M}_{r}^{2} \sum_{k, j} \theta_{k-j}^{(k)}\left\langle e^{j}, e^{k}\right\rangle
$$

With the help of the Cauchy-Schwarz inequality, it follows from (4.9) that

$$
\begin{equation*}
\left\|e^{n}\right\|^{2} \leqslant\left\|e^{0}\right\|^{2}+8 \varepsilon^{-1} \mathcal{M}_{r}^{2} \sum_{k, j} \theta_{k-j}^{(k)}\left\|e^{j}\right\|\left\|e^{k}\right\|+2 \sum_{k=1}^{n}\left\|\Xi^{k}+\Pi^{k}\right\|\left\|e^{k}\right\| \quad \text { for } 1 \leqslant n \leqslant N \tag{4.10}
\end{equation*}
$$

Then, by choosing some integer $n_{2}\left(0 \leqslant n_{2} \leqslant n\right)$ such that $\left\|e^{n_{2}}\right\|=\max _{0 \leqslant k \leqslant n}\left\|e^{k}\right\|$, and setting $n=n_{2}$ in the above inequality (4.10), we obtain by using together Lemma 3.1(iii) and the time-step condition $\tau_{n} \leqslant \varepsilon /\left(16 \mathcal{M}_{r}^{2}\right)$

$$
\left\|e^{n}\right\| \leqslant 2\left\|e^{0}\right\|+16 \varepsilon^{-1} \mathcal{M}_{r}^{2} \sum_{k=1}^{n-1} \tau_{k}\left\|e^{k}\right\|+4 \sum_{k=1}^{n}\left\|\Xi^{k}+\Pi^{k}\right\| \quad \text { for } 1 \leqslant n \leqslant N .
$$

Then by the discrete Grönwall's inequality in Lemma 4.1 we have

$$
\left\|e^{n}\right\| \leqslant 2 \exp \left(16 \mathcal{M}_{r}^{2} t_{n-1} / \varepsilon\right)\left(\left\|e^{0}\right\|+2 \sum_{k=1}^{n}\left\|\Xi^{k}\right\|+2 \sum_{k=1}^{n}\left\|\Pi^{k}\right\|\right) \quad \text { for } 1 \leqslant n \leqslant N .
$$

The desired result follows by using together the estimates in (4.8) and Lemma 4.4.
Notice that Theorem 4.5 confirms at least a first-order convergence rate of the numerical solution under the step-ratio condition S1, as $\tau_{1} \sum_{k=1}^{n} \prod_{i=2}^{k} \frac{r_{i}^{2}}{1+2 r_{i}} \leqslant t_{n}$. The second-order rate of convergence can be recovered if the following assumption is fulfilled:

S2. The time-step ratios $r_{k}$ are contained in S1, but almost all of them are less than $1+\sqrt{2}$, or $|\mathfrak{R}|=N_{0} \ll N$, where $\mathfrak{R}$ is an index set $\mathfrak{R}:=\left\{k \mid 1+\sqrt{2} \leqslant r_{k}<(3+\sqrt{17}) / 2\right\}$.
Although the condition S1 allows one to use a series of increasing time-steps with the amplification factors up to 3.561 , while in practice, the use of large time-steps will result in a loss of the numerical accuracy. In this sense, the condition S 2 is much more reasonable because large amplification factors of the time-step size rarely appear continuously in long-time simulations. As shown in [19, Lemma 3.3], there exists a step-ratio-dependent constant $c_{r}$ such that $\sum_{k=1}^{n} \prod_{i=2}^{k} \frac{r_{i}^{2}}{1+2 r_{i}} \leqslant c_{r}$. This results in the following corollary. Corollary 4.6. Assume that the nonlinear MBE problem (1.1) has a unique smooth solution. If the step-ratio assumption S 2 holds with the time-steps $\tau_{n} \leqslant \varepsilon /\left(16 \mathcal{M}_{r}^{2}\right)$, the BDF2 scheme (1.7) is secondorder convergent in the $L^{2}$ norm,

$$
\left\|\Phi^{n}-\phi^{n}\right\| \leqslant C_{\phi} \exp \left(16 \mathcal{M}_{r}^{2} t_{n-1} / \varepsilon\right)\left(c_{r} \tau_{1}^{2}+t_{n}\left(\tau^{2}+h^{2}\right)\right) \quad \text { for } 1 \leqslant n \leqslant N .
$$

## 5 Numerical examples

In this section, we shall present some numerical experiments by using generic MATLAB on a Windows7 platform with 2 GHz CPU and 6 GB of RAM. In all our computations, a fixed-point iteration scheme is employed to solve the nonlinear BDF2 scheme at each time level with a tolerance $10^{-12}$.

### 5.1 Random generated time meshes

We first test the performance on random generated time meshes. To this end, we set $\varepsilon=0.1$ and consider the following exterior-forced MBE model:

$$
\Phi_{t}=-\varepsilon \Delta^{2} \Phi-\nabla \cdot \boldsymbol{f}(\nabla \Phi)+g(x, y, t), \quad \Omega=(0,2 \pi)^{2} .
$$

The function $g(x, y, t)$ is chosen such that the exact solution yields $\Phi(x, y, t)=\cos (t) \sin (x) \sin (y)$. The accuracy of the variable-step BDF2 scheme is tested via the random meshes. We take

$$
\tau_{k}:=T \sigma_{k} / S, \quad 1 \leqslant k \leqslant N,
$$

where $\sigma_{k} \in(0,1)$ is a uniformly distributed random number and $S=\sum_{k=1}^{N} \sigma_{k}$. The discrete error in the $L^{2}$ norm will be tested: $e(N):=\left\|\Phi(T)-\phi^{N}\right\|$, and the following convergence rate will be reported:

$$
\text { Order } \approx \log (e(N) / e(2 N)) / \log (\tau(N) / \tau(2 N)),
$$

where $\tau(N)$ denotes the maximal time-step size for total $N$ subintervals.

Table 1 Accuracy of the BDF2 scheme (1.7) on the random time mesh

| $N$ | $\tau$ | $e(N)$ | Order | $\max r_{k}$ | $N_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | $1.49 \mathrm{E}-01$ | $1.23 \mathrm{E}-01$ | - | 2.94 | 0 |
| 20 | $9.16 \mathrm{E}-02$ | $8.20 \mathrm{E}-02$ | 1.84 | 11.98 | 3 |
| 40 | $5.52 \mathrm{E}-02$ | $2.57 \mathrm{E}-02$ | 2.29 | 34.82 | 7 |
| 80 | $2.70 \mathrm{E}-02$ | $4.78 \mathrm{E}-03$ | 2.35 | 37.72 | 13 |
| 160 | $1.23 \mathrm{E}-02$ | $7.20 \mathrm{E}-04$ | 2.42 | 71.89 | 24 |
| 320 | $6.26 \mathrm{E}-03$ | $1.85 \mathrm{E}-04$ | 2.00 | 850.80 | 49 |

In this example, we use 3,000 grid points in the physical domain and solve the problem until $T=1$. The numerical results are tabulated in Table 1, in which we have also recorded the maximal time-step size $\tau$, the maximal step-ratio and the number (denoted by $N_{1}$ in Table 1) of time levels with the step-ratio $r_{k} \geqslant(3+\sqrt{17}) / 2$. It is clearly seen that the BDF2 scheme possesses a second-order rate of convergence for those nonuniform time meshes.

### 5.2 Adaptive time-stepping strategy

```
Algorithm 1 Adaptive time-stepping strategy
Require: Given \(\phi^{n}\) and time-step \(\tau_{n}\);
    Compute \(\phi_{1}^{n+1}\) by using the BDF1 scheme with time-step \(\tau_{n}\).
    Compute \(\phi_{2}^{n+1}\) by using the BDF2 scheme with time-step \(\tau_{n}\).
    Calculate \(e_{n+1}=\left\|\phi_{2}^{n+1}-\phi_{1}^{n+1}\right\| /\left\|\phi_{2}^{n+1}\right\|\).
    if \(e_{n+1}<\) tol or \(\tau_{n} \leqslant \tau_{\text {min }}\) then
        if \(e_{n+1}<\) tol then
            Update time-step size \(\tau_{n+1} \leftarrow \min \left\{\max \left\{\tau_{\min }, \tau_{\text {ada }}\right\}, \tau_{\max }\right\}\).
        else
            Update time-step size \(\tau_{n+1} \leftarrow \tau_{\text {min }}\).
        end if
    else
        Recalculate with time-step size \(\tau_{n} \leftarrow \min \left\{\max \left\{\tau_{\min }, \tau_{\text {ada }}\right\}, \tau_{\max }\right\}\); Goto 1 .
    end if
```

In what follows, we test a practical adaptive time-stepping strategy proposed in [11]. In addition, several adaptive time-stepping strategies can also be found in [21,27]. As verified in the previous sections, the variable-step BDF2 scheme (1.7) is robustly stable with respect to the step-size variations satisfying the step-ratio condition S1. In [11], the adaptive time-step $\tau_{\text {ada }}$ (the next step) is updated adaptively by using the current step information $\tau_{\text {cur }}$ via the following formula:

$$
\tau_{\mathrm{ada}}\left(e, \tau_{\mathrm{cur}}\right)=\min \left\{S_{a} \sqrt{\mathrm{tol} / e} \tau_{\mathrm{cur}}, r_{s} \tau_{\mathrm{cur}}\right\}
$$

where $e$ is the relative error of the solution at the current time-level, tol is a reference tolerance, and $S_{a}$ is some default safety parameter determined by try-and-error tests. Notice that $r_{s}=3.561$ is an artificial constant that is due to the condition S1. More details of the above adaptive time-stepping strategy can be found in Algorithm 1. In our computations, if not explicitly specified, we choose the safety coefficient as $S_{a}=0.9$, and set the reference tolerance tol $=10^{-3}$. The maximal time-step is chosen as $\tau_{\max }=0.1$ while the minimal time-step is set to be $\tau_{\min }=10^{-4}$.

In this example, we consider the MBE model (1.1) with the following initial condition:

$$
\begin{equation*}
\phi_{0}(x, y)=0.1(\sin 3 x \sin 2 y+\sin 5 x \sin 5 y) \tag{5.1}
\end{equation*}
$$

We take the parameter $\varepsilon=0.1$ and use $128 \times 128$ uniform meshes in the physical domain $\Omega=(0,2 \pi)^{2}$. To obtain the deviation of the height function, we define the roughness measure function $R(t)$ as follows:

$$
R(t)=\sqrt{\frac{1}{|\Omega|} \int_{\Omega}(\phi(\boldsymbol{x}, t)-\bar{\phi}(\boldsymbol{x}, t))^{2} d \boldsymbol{x}}
$$

where $\bar{\phi}(t)=\frac{1}{|\Omega|} \int_{\Omega} \phi(\boldsymbol{x}, t) d \boldsymbol{x}$ is the average.
We aim at simulating the benchmark problem with the initial condition of (5.1). We first test the efficiency and accuracy of the adaptive time-stepping stretchy Algorithm 1. To make a comparison, we carry out the numerical simulation until time $T=30$ by using a uniform time mesh. Subsequently, we employ the adaptive strategy described in Algorithm 1 to repeat the simulation. The numerical results are summarized in Figure 1. We note that it takes 30,000 uniform time-steps (with the CPU time $1,914.47$ seconds) with $\tau=10^{-3}$, while the total number of adaptive time-steps is only 529 (107.71 seconds) to get the similar results. Consequently, one can find that the time-stepping adaptive strategy is computationally efficient. In addition, the right subplot in Figure 1 shows that the adaptive step-ratios satisfy the condition S 1 during the current adaptive computation.

The evolutions of the numerical solutions obtained by using the adaptive time-stepping strategy are depicted in Figure 2. Correspondingly, the evolutions of the energy, the roughness and the adaptive time-steps for the MBE model are summarized in Figure 3, demonstrating a very good agreement with the existing works $[16,20,21]$. In order to see the numerical performance, we use the same initial data with different parameters $\epsilon=0.20, \epsilon=0.10$ and $\epsilon=0.05$ to carry out the simulations. The energy curves and the correspondingly adaptive steps are summarized in Figure 4. We observe that the variable-step BDF2 scheme (1.7) with the adaptive settings $\tau_{\max }=0.1$ and $\tau_{\text {min }}=10^{-4}$ can work well for the current numerical simulations.


Figure 1 (Color online) Evolutions of energy (a), time-steps (b) and time-step ratios (c) of the MBE equation by using different time strategies until time $T=30$


Figure 2 (Color online) The profiles of numerical solutions of the height function $\phi$ for the MBE equation by using adaptive time strategy at $t=0,1,5,10,20,30$, respectively


Figure 3 (Color online) Evolutions of energy (a), roughness (b) and adaptive time-steps (c) for the MBE equation by using adaptive time strategy, respectively


Figure 4 (Color online) Evolutions of energy (a) and time-steps (b) of the MBE equation by using the initial data (5.1) with different $\varepsilon=0.20, \varepsilon=0.10$ and $\varepsilon=0.05$ until time $T=30$

## 6 Conclusions

We have performed the stability and convergence analysis of the variable-step BDF2 scheme for the molecular beam epitaxial model without slope selection. The main contribution is that we show that the variable-step BDF2 scheme admits an energy dissipation law under the time-step ratio constraint $r_{k}:=\tau_{k} / \tau_{k-1}<3.561$. Moreover, the $L^{2}$ norm stability and rigorous error estimates are established under the same step-ratio constraint that ensures the energy stability, i.e., $0<r_{k}<3.561$. This is known to be the best result in the literature. We remark that the technique in this work is not applicable to the molecular beam epitaxial model with slope selection, and we shall pursuit this study in our future works.
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