ON ENERGY DISSIPATION THEORY AND NUMERICAL STABILITY FOR TIME-FRACTIONAL PHASE-FIELD EQUATIONS*
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Abstract. For the time-fractional phase-field models, the corresponding energy dissipation law has not been well studied on both the continuous and the discrete levels. In this work, we address this open issue. More precisely, we prove for the first time that the time-fractional phase-field models indeed admit an energy dissipation law of an integral type. In the discrete level, we propose a class of finite difference schemes that can inherit the theoretical energy stability. Our discussion covers the time-fractional Allen–Cahn equation, the time-fractional Cahn–Hilliard equation, and the time-fractional molecular beam epitaxy models. Several numerical experiments are carried out to verify the theoretical predictions. In particular, it is observed numerically that for both the time-fractional Cahn–Hilliard equation and the time-fractional molecular beam epitaxy model, there exists a coarsening stage for which the energy dissipation rate satisfies a power law scaling with an asymptotic power $-\alpha/3$, where $\alpha$ is the fractional parameter.
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1. Introduction. The phase-field method is a powerful modeling and simulation tool in diverse research areas, such as material sciences [5, 9, 10, 26], multiphase flow [6, 31, 32, 33, 39, 42, 51], biology, and tumor growth [13, 20, 27, 49]. Most phase-field formulations are based on a free energy function depending on an order parameter (the phase field) and a diffusive mechanism. The well-known examples of phase-field models include the Allen–Cahn (AC) equation [5], the Cahn–Hilliard (CH) equation [9], and the molecular beam epitaxy (MBE) model [10, 26]. A common feature of the above-mentioned phase-field models is that their corresponding free energy admits a dissipation law.

Taking the CH equation as an example, we see that the associated governing equation yields

\[
\frac{\partial \phi}{\partial t} + \gamma(-\Delta) \left( -\varepsilon \Delta \phi + \frac{1}{\varepsilon} F'(\phi) \right) = 0, \quad x \in \Omega \subset \mathbb{R}^d, \quad d = 2, 3, \quad 0 < t \leq T,
\]

\[
\phi(x, 0) = \phi_0(x),
\]
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where \( \varepsilon \) is an interface width parameter, \( \gamma \) is the mobility, and \( F \) is a double-well potential that usually takes the form

\[
F(\phi) = \frac{1}{4}(1 - \phi^2)^2.
\]

For simplicity, we set \( \Omega = (0, 2\pi)^d \) and assume that \( \phi(\cdot, t) \) satisfies a periodic boundary condition. The corresponding free energy functional for the CH equation is defined as

\[
E(\phi) := \int_\Omega \left( \frac{\varepsilon^2}{2} |\nabla \phi|^2 + \frac{1}{\varepsilon} F(\phi) \right) dx.
\]

The CH equation can be viewed as a gradient flow with the energy (1.3) in \( H^{-1} \). It is well known that the energy functional \( E \) decreases in time:

\[
\frac{d}{dt} E(\phi) = -\int_\Omega \left| \nabla \left( -\varepsilon^2 \Delta \phi + F'(\phi) \right) \right|^2 dx \leq 0.
\]

Such an energy dissipation property plays an important role in developing stable numerical methods for dissipation systems due to its importance for long time simulations; see, e.g., [12, 14, 16, 17, 18, 41, 48, 50, 52, 53] and references therein.

In recent years, fractional-type phase-field models have attracted more and more attention [1, 2, 3, 54, 28, 36, 43]. For instance, the following fractional-type free energy is investigated in [43]:

\[
E^\alpha(\phi) := \int_\Omega \left( \frac{\varepsilon^2}{2} |\nabla^\alpha \phi|^2 + F(\phi) \right) dx,
\]

where \( \nabla^\alpha \) is the fractional gradient \( \nabla^\alpha = (\partial^{\alpha}_x, \ldots, \partial^{\alpha}_x) \), with \( \{ \partial^{\alpha}_x \} \) being the fractional derivatives. We are then interested in the following space-fractional CH equation:

\[
\frac{\partial \phi}{\partial t} + (\Delta)^\alpha \left( -\varepsilon^2 \Delta^\alpha \phi + F'(\phi) \right) = 0.
\]

It is obvious that for the modified energy functional (1.5), the corresponding energy dissipation law is

\[
\frac{d}{dt} E^\alpha(\phi) \leq 0.
\]

Another interesting approach is to keep the original free energy (1.3) unchanged, but the associated gradient flow is considered in \( H^{-\alpha} \). This yields the following space-fractional CH equation [1]:

\[
\frac{\partial \phi}{\partial t} + (\Delta)^\alpha \left( -\varepsilon^2 \Delta \phi + F'(\phi) \right) = 0.
\]

It is straightforward to verify that its corresponding free energy admits a dissipation law. As reported in [1], the nature of the solution for the fractional CH is qualitatively close to the behavior of the classical CH equation (1.1) regardless of the size of the parameter \( \alpha \).
The time-fractional phase-field models have also been investigated recently. Consider the time-fractional CH equation

$$\frac{\partial^\alpha}{\partial t^\alpha} \phi + \gamma(-\Delta)^{\varepsilon} \left(-\varepsilon \Delta \phi + \frac{1}{\varepsilon} f'(u)\right) = 0,$$

where $\alpha \in (0, 1)$, and $\frac{\partial^\alpha}{\partial t^\alpha}$ is the Caputo derivative defined as

$$\frac{\partial^\alpha}{\partial t^\alpha} \phi = C^\alpha_D(t) := \frac{1}{\Gamma(1 - \alpha)} \int_0^t \left( \frac{\phi(s)}{(t-s)^\alpha} - \phi(t) \right) ds, \quad t > 0, \quad \alpha \in (0, 1).$$

In [28], it is shown numerically that the free energy admits an energy dissipation law. However, rigorous analysis for this observed behavior is still open, which is the main motivation of the present work. Our main contribution is threefold:

- In the continuous level, we establish the energy dissipation law for the time-fractional AC equation, the time-fractional CH equation, and the time-fractional MBE model.
- In the discrete level, we propose a class of finite difference schemes satisfying the discrete energy dissipation law for the time-fractional problems.
- We also investigate the coarsening rate of the time-fractional phase-field models, and we obtain an asymptotic value for a power law.

The rest of the paper is organized as follows. In section 2, we establish the energy dissipation law for the time-fractional phase-field equations. In section 3, a class of finite difference schemes is proposed, whose numerical solutions are shown to satisfy the energy dissipation property. In section 4, we discuss the maximum principle for the time-fractional AC equation. Numerical examples will be presented in section 5 to verify our theoretical results and to predict an asymptotic power law. Finally, we give some concluding remarks in section 6.

2. Energy dissipation for time-fractional phase-field equations. First, we introduce some notation and basic properties for fractional calculus; see, e.g., [24, 38]. The Riemann–Liouville fractional integrals for $\alpha \in (0, 1)$ on finite interval $[0, T]$ are defined as

$$\left(I^\alpha_{0+} f\right)(t) := \frac{1}{\Gamma(\alpha)} \int_0^t \frac{f(s)}{(t-s)^{1-\alpha}} ds, \quad t \geq 0,$$

$$\left(I^\alpha_{0-} f\right)(t) := \frac{1}{\Gamma(\alpha)} \int_t^T \frac{f(s)}{(s-t)^{1-\alpha}} ds, \quad t \leq T.$$

The Liouville fractional integrals on the real axis $\mathbb{R}$ are defined as

$$\left(I^\alpha_{\infty} f\right)(t) := \frac{1}{\Gamma(\alpha)} \int_{-\infty}^t \frac{f(s)}{(s-t)^{1-\alpha}} ds, \quad \left(I^\alpha_{-\infty} f\right)(t) := \frac{1}{\Gamma(\alpha)} \int_t^\infty \frac{f(s)}{(s-t)^{1-\alpha}} ds.$$

For $f \in L^p(0, T), g \in L^q(0, T), p \geq 1, q \geq 1$, and $\frac{1}{p} + \frac{1}{q} \leq 1 + \alpha$ ($p \not= 1$ and $q \not= 1$ when $\frac{1}{p} + \frac{1}{q} = 1 + \alpha$), the following integration formulas holds [24, Lemma 2.7, p. 76]:

$$\int_0^T \left(I^\alpha_{0+} f\right)(t) g(t) dt = \int_0^T f(t) \left(I^\alpha_{0-} g\right)(t) dt.$$

Moreover, for $f \in L^p(\mathbb{R}), g \in L^q(\mathbb{R}), p, q > 1$, and $\frac{1}{p} + \frac{1}{q} = 1 + \alpha$, we have [24, eq. (2.3.22), p. 89]

$$\int_{-\infty}^\infty \left(I^\alpha_{-\infty} f\right)(t) g(t) dt = \int_{-\infty}^\infty f(t) \left(I^\alpha_{\infty} g\right)(t) dt.$$

The time-fractional phase-field models have also been investigated recently. Consider the time-fractional CH equation

$$\frac{\partial^\alpha}{\partial t^\alpha} \phi + \gamma(-\Delta)^{\varepsilon} \left(-\varepsilon \Delta \phi + \frac{1}{\varepsilon} f'(u)\right) = 0,$$
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- In the continuous level, we establish the energy dissipation law for the time-fractional AC equation, the time-fractional CH equation, and the time-fractional MBE model.
- In the discrete level, we propose a class of finite difference schemes satisfying the discrete energy dissipation law for the time-fractional problems.
- We also investigate the coarsening rate of the time-fractional phase-field models, and we obtain an asymptotic value for a power law.
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2. Energy dissipation for time-fractional phase-field equations. First, we introduce some notation and basic properties for fractional calculus; see, e.g., [24, 38]. The Riemann–Liouville fractional integrals for $\alpha \in (0, 1)$ on finite interval $[0, T]$ are defined as

$$\left(I^\alpha_{0+} f\right)(t) := \frac{1}{\Gamma(\alpha)} \int_0^t \frac{f(s)}{(t-s)^{1-\alpha}} ds, \quad t \geq 0,$$

$$\left(I^\alpha_{0-} f\right)(t) := \frac{1}{\Gamma(\alpha)} \int_t^T \frac{f(s)}{(s-t)^{1-\alpha}} ds, \quad t \leq T.$$

The Liouville fractional integrals on the real axis $\mathbb{R}$ are defined as

$$\left(I^\alpha_{\infty} f\right)(t) := \frac{1}{\Gamma(\alpha)} \int_{-\infty}^t \frac{f(s)}{(s-t)^{1-\alpha}} ds, \quad \left(I^\alpha_{-\infty} f\right)(t) := \frac{1}{\Gamma(\alpha)} \int_t^\infty \frac{f(s)}{(s-t)^{1-\alpha}} ds.$$

For $f \in L^p(0, T), g \in L^q(0, T), p \geq 1, q \geq 1$, and $\frac{1}{p} + \frac{1}{q} \leq 1 + \alpha$ ($p \not= 1$ and $q \not= 1$ when $\frac{1}{p} + \frac{1}{q} = 1 + \alpha$), the following integration formulas holds [24, Lemma 2.7, p. 76]:

$$\int_0^T \left(I^\alpha_{0+} f\right)(t) g(t) dt = \int_0^T f(t) \left(I^\alpha_{0-} g\right)(t) dt.$$
Furthermore, for $\alpha, \beta > 0$, $\alpha + \beta < 1/p$, and $f \in L^p(\mathbb{R})$, the following semigroup properties for fractional integrals hold [24, Lemma 2.19, p. 89]:

$$
(2.3) \quad (I_+^\alpha I_+^\beta f)(t) = (I_+^{\alpha + \beta} f)(t), \quad (I_-^\alpha I_-^\beta f)(t) = (I_-^{\alpha + \beta} f)(t).
$$

The Fourier transform for the Liouville factional integrals is given by [24, Property 2.15, p. 90]

$$
(2.4) \quad (\mathcal{F}I_+^\alpha f)(\xi) = \frac{(\mathcal{F}f)(\xi)}{(-i\xi)^\alpha}, \quad (\mathcal{F}I_-^\alpha f)(\xi) = \frac{(\mathcal{F}f)(\xi)}{(i\xi)^\alpha}, \quad \alpha \in (0, 1), \quad f \in L^1(\mathbb{R}),
$$

where

$$
(\mp i\xi)^\alpha = |\xi|^\alpha e^{\mp i\alpha \pi \text{sgn} (\xi)/2}.
$$

For $0 < \alpha < 1$ and $1 < p < 1/\alpha$, the operators $I_+^\alpha$ and $I_-^\alpha$ are bounded on $L^p(\mathbb{R})$ for $p=2/\alpha$ and $p=\infty$. The operators $I_+^\alpha$ and $I_-^\alpha$ satisfy the following estimates, which are known as the Hardy–Littlewood theorem [24, Lemma 2.1,b, p. 72]:

$$
(2.5) \quad \|I_+^\alpha f\|_{L^q(0,T)} \leq K\|f\|_{L^p(0,T)}, \quad \|I_-^\alpha f\|_{L^q(0,T)} \leq K\|f\|_{L^p(0,T)},
$$

where $q = p/(1-\alpha p)$, and $K$ is a constant independent of $f$.

Next, we present the following lemma that plays an important role in our analysis.

**Lemma 2.1.** For any given $h \in L^p(0,T)$, $p \geq \frac{2}{\alpha}$ with $\alpha \in (0, 1)$, define

$$
I_\alpha(h, g) := \frac{1}{\Gamma(\alpha)} \int_0^T \int_0^t h(s)g(t) \frac{1}{(t-s)^{1-\alpha}} ds dt.
$$

Then the following estimates hold:

$$
(2.6) \quad I_\alpha(h, h) = \int_0^T I_+^\alpha h(t)h(t) dt \geq \cos \frac{\alpha \pi}{2} \|I_+^{\alpha/2} h\|^2_{L^2(0,T)} \geq 0.
$$

We briefly outline the proof of the above lemma. It is known that the kernel $1/t^\alpha$ with $\alpha \in (0, 1)$ is positive (see, e.g., [34, 35, 37]), and this can be verified by using either the Laplace transform or the Fourier transform. For example, Nohel and Shea [37] present a proof by checking the kernel function’s Laplace transform, while the property $I_\alpha(h, h) \geq 0$ is established provided that $h \in C(0,T)$. Here we can extend this result to the space of $h \in L^p(0,T)$ with $p \geq \frac{2}{\alpha \pi}$. In this case, (2.6) can be shown by using the Fourier transform technique. To show this, we can perform the zero extension for $h$ from $[0,T]$ to $(-\infty, \infty)$, apply the semigroup property (2.3), and use the integration formula (2.2) to rewrite the integrand of the outer integral as $(I_+^\alpha/2 h) (I_-^\alpha/2 h)$. Hence, the desired result (2.6) follows by combining the Fourier transform (2.4), the convolution theorem, and Parseval’s theorem with the Hardy–Littlewood inequality (2.5).

Notice that $h$ in Lemma 2.1 is assumed to take values in $\mathbb{R}$. Nevertheless, when $h$ takes values in some Hilbert space, the result can be extended by using the orthonormal bases expansion argument; see, e.g., [35].

A direct extension of Lemma 2.1 leads to the following corollary.

**Corollary 2.1.** For any given $h, g \in L^p(0,T)$ with $p \geq \frac{2}{\alpha}$, define

$$
(2.7) \quad A_\alpha(h, g) := I_{1-\alpha}(h, g) = \frac{1}{\Gamma(1-\alpha)} \int_0^T \int_0^t h(s)g(t) \frac{1}{(t-s)^{\alpha}} ds dt.
$$
Then the following estimates hold:

\[
A_\alpha(h, h) = \frac{1}{2} \frac{1}{\Gamma(1-\alpha)} \int_0^T \int_0^T \frac{h(s)h(t)}{|t-s|^\alpha} ds dt \\
\geq \sin \frac{\alpha \pi}{2} \|L_0^{(1-\alpha)/2}h\|^2_{L^2(0,T)} \geq 0.
\] (2.8)

### 2.1. The time-fractional Allen–Cahn equation.

Consider the following time-fractional AC equation:

\[
\partial_t^\alpha \phi = \gamma \left( \varepsilon \Delta \phi - \frac{1}{\varepsilon} F'(\phi) \right), \quad \alpha \in (0, 1), \ (x,t) \in \Omega \times [0,T],
\] (2.9)

with the homogeneous boundary condition

\[
\phi(x,t) = 0, \quad (x,t) \in \partial \Omega \times [0,T],
\] (2.10)

where \(\varepsilon\) is the thickness of the phase interface, and \(\gamma\) is a mobility constant. Here we assume that \(F\) admits the following property: \(F \in C^2(\mathbb{R})\), and there exist two constants \(M_1 < 0 < M_2\) such that

\[
F'(M_1) = F'(M_2) = 0; \quad F'(u) > 0 \forall u > M_2 \quad \text{and} \quad F'(u) < 0 \forall u < M_1.
\] (2.11)

**Remark 2.1.** The quartic growth double-well potential (1.2) satisfies this property with \(M_1 = -1\) and \(M_2 = 1\).

Notice that the fractional order \(\alpha \in (0,1)\) in (2.9), and when \(\alpha = 1\), (2.9)–(2.10) is the standard AC equation, which satisfies a well-known energy dissipation property,

\[
\frac{d}{dt}E[\phi] = -\frac{1}{\gamma} \left\| \frac{\partial}{\partial t} \phi \right\|^2,
\] (2.12)

or

\[
E[\phi(T)] - E[\phi(0)] = -\frac{1}{\gamma} \int_0^T \left\| \frac{\partial}{\partial t} \phi \right\|^2 dt,
\] (2.13)

where \(E[\phi]\) is the system energy,

\[
E[\phi] = \frac{\varepsilon}{2} \|\nabla \phi\|^2 + \frac{1}{\varepsilon} \langle F(\phi), 1 \rangle.
\] (2.14)

Here we use \(\langle \cdot, \cdot \rangle\) to denote the \(L^2(\Omega)\) inner product in the spatial domain, and we denote by \(\|\cdot\|\) the standard \(L^2(\Omega)\) norm.

First, we address the question of whether the time-fractional AC equation still satisfies an energy dissipation law similar to (2.12) or (2.13).

**Theorem 2.1.** Consider (2.9) with the homogeneous boundary condition (2.10) (or homogeneous Neumann/periodic boundary condition); if the initial energy \(E[\phi(0)]\) is finite, then the following energy holds:

\[
E[\phi(T)] - E[\phi(0)] = -\frac{1}{\gamma} \int_\Omega A_\alpha(\phi_t, \phi_t) dx \leq 0.
\] (2.15)
Proof. Multiplying both sides of (2.9) by $-\phi_t$ and taking integration on the resulting equation yield

\[-\int_0^T \int_\Omega \frac{\partial^\alpha}{\partial t^\alpha} \phi_t \phi_t \, dx \, dt = \int_0^T \int_\Omega \left(-\varepsilon \Delta \phi + \frac{1}{\varepsilon} F'(\phi)\right) \phi_t \, dx \, dt = \gamma \int_0^T \frac{d}{dt} E[\phi] \, dt.\]

Consequently,

\[(2.16) \quad E[\phi(T)] - E[\phi(0)] = \frac{1}{\gamma (1-\alpha)} \int_0^T \int_\Omega \phi_t(x,s) (t-s)^\alpha ds \phi_t(x,t) \, dx \, dt.\]

Then combining (2.16) and Corollary 2.1 yields the desired property (2.15).

Remark 2.2. Notice that (2.15) is an energy dissipation law of integral type, by which we have

\[E[\phi(T)] \leq E[\phi(0)].\]

Moreover, the dissipated energy \(\frac{1}{\gamma} \int_\Omega A_\alpha(\phi_t, \phi_t) \, dx\) is also bounded by \(E[\phi(0)]\), and thus the solution is energy stable and \(\|I_{\alpha}^{1-\alpha}/2 \phi_t\|_{L^2(0,T)}\) is bounded. However, the conclusion (2.15), in general, does not lead to \(\frac{d}{dt} E \leq 0\) or \(\frac{d}{dt} \alpha E \leq 0\).

2.2. The time-fractional Cahn--Hilliard equation. The analysis of the time-fractional AC equation can be extended to the time-fractional CH equation.

Theorem 2.2. Consider the potential function \(F\) described by (2.11) and total energy \(E\) defined by (2.14). The time-fractional CH equation

\[(2.17) \quad \frac{\partial^\alpha}{\partial t^\alpha} \phi = \gamma \Delta \mu, \quad \mu = -\varepsilon \Delta \phi + \frac{1}{\varepsilon} F'(\phi),\]

with periodic boundary conditions or no-flux boundary conditions

\[(2.18) \quad \frac{\partial \mu}{\partial n}|_{\partial \Omega} = 0, \quad \frac{\partial \phi}{\partial n}|_{\partial \Omega} = 0,\]

satisfies the energy dissipation law

\[(2.19) \quad E[\phi(T)] - E[\phi(0)] = \frac{1}{\gamma} \int_\Omega A_\alpha(\nabla \psi, \nabla \psi) \, dx \leq 0,\]

where \(\psi = -\Delta^{-1} \phi_t\) is the solution of the equation

\[(2.20) \quad -\Delta \psi = \phi_t,\]

with periodic or homogeneous Neumann boundary condition \(\partial_n \psi|_{\partial \Omega} = 0\).

Proof. First, we show that the time-fractional CH equation conserves the total mass. More precisely, if \(\phi\) is the solution of (2.17), with the periodic boundary condition or the no-flux boundary condition (2.18), then

\[(2.21) \quad \int_\Omega \phi(x,t) \, dx = \int_\Omega \phi(x,0) \, dx \quad \forall \ t \geq 0.\]
To see this, integrate both sides of the first equation in (2.17) in the physical domain to obtain

\[
0 = \int_{\Omega} \frac{\partial^\alpha \phi}{\partial t^\alpha} \, dx = \frac{1}{\Gamma(1-\alpha)} \int_{\Omega} \int_{0}^{t} \frac{1}{(t-s)^\alpha} \frac{\partial \phi(x,s)}{\partial t} \, ds \, dx
\]

\[
= \frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{1}{(t-s)^\alpha} \left( \int_{\Omega} \frac{\partial \phi(x,s)}{\partial t} \, dx \right) ds \quad \forall \ t \geq 0.
\]

Then we obtain

\[
\frac{d}{dt} \int_{\Omega} \phi(x,t) \, dx = \int_{\Omega} \frac{\partial \phi(x,t)}{\partial t} \, dx = 0 \quad \text{for a.e. } t \geq 0.
\]

Then (2.21) follows by integrating the above equation. It follows from (2.21) that \( \int_{\Omega} \phi_t \, dx = 0 \). Thus, \( \psi \) in (2.20) is well defined. Pairing the first equation of (2.17) with \( -\frac{1}{\gamma} \psi \), the second equation with \( \phi_t \), and summing up the two resulting equations, we get

\[
-\frac{1}{\gamma} \langle I_0^{-\alpha} \nabla \psi, \nabla \psi \rangle = \frac{d}{dt} E.
\]

Consequently, the energy dissipation law (2.19) follows by integrating (2.22) from 0 to \( T \) and by using Lemma 2.1.

**2.3. The time-fractional MBE model.** Now we consider the time-fractional MBE model,

\[
\frac{\partial^\alpha}{\partial t^\alpha} \phi = \gamma \left( -\varepsilon \Delta^2 \phi + \frac{1}{\varepsilon} \nabla \cdot f_m(\nabla \phi) \right), \quad \alpha \in (0,1),
\]

where \( f_m(v) = \partial F_m(v)/\partial v \), and \( F_m(v) \) is defined as (see, e.g., [26])

\[
F_m(v) = \begin{cases} 
\frac{1}{2} (|v|^2 - 1)^2 & \text{for model with slope selection}, \\
-\frac{1}{2} \ln |1 + |v|^2| & \text{for model without slope selection}.
\end{cases}
\]

It can be verified that \( f_m(\nabla \phi) = (|\nabla \phi|^2 - 1) \nabla \phi \) in the model with slope selection, and \( f_m(\nabla \phi) = -\frac{\nabla \phi}{1 + |\nabla \phi|^2} \) in the model without slope selection.

Using arguments similar to those in the last subsection, we can show that the time-fractional MBE model has the following energy dissipation property.

**Theorem 2.3.** If the time-fractional MBE model satisfies periodic boundary condition or no-flux boundary condition

\[
\partial_n \Delta \phi|_{\partial \Omega} = \partial_n \phi|_{\partial \Omega} = 0,
\]

then the solution of (2.23) satisfies the energy dissipation law

\[
E_m[\phi(T)] - E_m[\phi(0)] \leq -\frac{1}{\gamma} \int_{\Omega} A_{\alpha}(\phi, \phi) \, dx \leq 0,
\]

where

\[
E_m(\phi) = \frac{\varepsilon}{2} \| \Delta \phi \|^2 + \frac{1}{\varepsilon} \langle F_m(\nabla \phi), 1 \rangle.
\]
3. Energy stable finite difference schemes. In this section, we design energy stable finite difference schemes for the time-fractional phase-field models. To this end, we first review a commonly used finite difference scheme.

Let us first consider the time-fractional diffusion equation

$$\frac{\partial^\alpha u}{\partial t^\alpha} = \Delta u + g(x, t), \quad \alpha \in (0, 1),$$

which can be viewed as a linearized version of the time-fractional AC equation (2.9). For ease of notation, we consider the one-dimensional case, i.e., $\Delta = \partial^2/\partial x^2$ being the spatial variable. Let $\tau$ be the time step size, and let $t_k = k\tau$, $u^k(\cdot)$ be the numerical approximation of $u(\cdot, t_k)$. By applying the classical L1 scheme (see, e.g., [29, 30]) to the time-fractional derivative and treating other terms in an implicit way, we get the scheme

$$\sum_{j=0}^k b_j \frac{u^{k+1-j}(x) - u^{k-j}(x)}{\tau} = \frac{\partial^2 u^{k+1}(x)}{\partial x^2} + g(x, t_{k+1}), \quad (3.1)$$

where

$$b_j = \frac{1}{\Gamma(1-\alpha)} \int_{j\pi}^{(j+1)\pi} \frac{1}{t^\alpha} \frac{\partial x}{\partial t^\alpha} \frac{\tau^{1-\alpha}}{\Gamma(2-\alpha)} [(j+1)^{1-\alpha} - j^{1-\alpha}], \quad j \geq 0. \quad (3.2)$$

The derivation of the left-hand side of (3.1) is given as

$$\frac{\partial^\alpha u}{\partial t^\alpha}(x, t_{k+1}) = \frac{1}{\Gamma(1-\alpha)} \int_{t_0}^{t_{k+1}} \frac{u_t(x, s)}{(t_{k+1} - s)\alpha} \frac{\tau^{1-\alpha}}{\Gamma(2-\alpha)} ds$$

$$= \sum_{j=0}^k \frac{u(x, t_{j+1}) - u(x, t_j)}{\tau} \frac{1}{\Gamma(1-\alpha)} \int_{t_j}^{t_{j+1}} \frac{\tau^{1-\alpha}}{(t_{k+1} - s)\alpha} ds + r_{k+1}^\tau$$

$$= \sum_{j=0}^k \frac{u(x, t_{j+1}) - u(x, t_j)}{\tau} \frac{\tau^{1-\alpha}}{\Gamma(2-\alpha)} [(k+1-j)^{1-\alpha} - (k-j)^{1-\alpha}] + r_{k+1}^\tau$$

$$= \sum_{j=0}^k b_{k-j} \frac{u(x, t_{j+1}) - u(x, t_j)}{\tau} + r_{k+1}^\tau,$$

where the integer derivative $\frac{\partial}{\partial t^\alpha} u(x, t)$ in time interval $[t_j, t_{j+1}]$ is approximated with a first order Euler scheme [45]. The finite difference scheme for the fractional differential operator is obtained by dropping the remainder $r_{k+1}^\tau$.

Suppose the spatial discretization using the Galerkin approach is accurate enough. Then the $H^1$ stability is available since the L1 discretization of the fractional derivative satisfies the special property

$$\sum_{j=0}^k b_j \frac{u^{k+1-j}(x) - u^{k-j}(x)}{\tau} = \frac{1}{\tau} \left[ b_0 u^{k+1} - \sum_{j=0}^{k-1} (b_j - b_{j+1}) u^{k-j} - b_k u^0 \right], \quad (3.3)$$

where

$$b_k > 0, \quad b_k - b_{k+1} > 0, \quad \sum_{j=0}^{k-1} (b_j - b_{j+1}) + b_k = b_0, \quad \forall \, k \geq 0. \quad (3.4)$$
By this property, if we pair the scheme (3.1) with \( u^{k+1} \), then all the cross terms \( u^j u^{k+1} \) (\( j = 0, \ldots, k \)) can be bounded by \( \frac{1}{2} \| (u^j)^2 + (u^{k+1})^2 \| \). Hence the \( H^1 \) stability can be proved by a simple mathematical induction [30].

Before providing rigorous nonlinear stability analysis, let us make an assumption on the bulk potential function \( F(\phi) \): \( F(\phi) \in C^2(\mathbb{R}) \), and there exists a finite constant \( L \) such that

\[
\max_{u \in \mathbb{R}} |F''(u)| \leq L. \tag{3.5}
\]

**Remark 3.1.** There are many ways to modify the potential \( F(\phi) \) such that (3.5) is satisfied. One possible way is to lower the far-ends nonlinearity [8, 41, 11, 47]; e.g., we consider the following double-well potential with quadratic growth:

\[
F(\phi) = \begin{cases}
\frac{11}{2} (\phi - 2)^2 + 6(\phi - 2) + \frac{9}{4}, & \phi > 2, \\
\frac{11}{2} (\phi^2 - 1)^2, & \phi \in [-2, 2], \\
\frac{11}{2} (\phi + 2)^2 - 6(\phi + 2) + \frac{9}{4}, & \phi < -2.
\end{cases} \tag{3.6}
\]

It can be verified that the above potential satisfies (3.5).

### 3.1. The time-fractional Allen–Cahn equation.

We now consider the time-fractional AC equation (2.9). We adopt the L1 scheme for the linear part of (2.9) and use a stabilization technique for the nonlinear bulk force. This leads to the following semidiscretized scheme for (2.9):

\[
\frac{1}{\gamma} \sum_{j=0}^{k} b_j \phi^{k+1-j}(x) - \phi^{k-j}(x) \tau = \varepsilon \Delta \phi^{k+1} - \frac{1}{\varepsilon} f(\phi^k) - S \gamma (\phi^{k+1} - \phi^k), \quad k \geq 0, \tag{3.7}
\]

where \( f(\phi) = F'(u) \), \( S \) is a sufficiently large positive constant, \( \tau = T/n \) is the time step size, and \( \{b_j\} \) are defined by (3.2).

To show the energy stability of the above numerical scheme, we first present the following lemma.

**Lemma 3.1.** For any \((u_1, \ldots, u_n)^T \in \mathbb{R}^n\), define

\[
B := 2 \sum_{k=1}^{n} \sum_{j=1}^{k} b_{k-j} u_j u_k.
\]

Then we have

\[
B = \sum_{k=1}^{n} b_0 u_k^2 + \sum_{k=1}^{n} \sum_{j=1}^{n} b_{|k-j|} u_j u_k \geq \sum_{k=1}^{n} b_0 u_k^2, \tag{3.8}
\]

\[
B \geq \frac{2}{\tau} \sin \frac{\alpha \pi}{2} \| u^n(t) \|_{L^2(0,T)}^2 + s_n \sum_{k=1}^{n} u_k^2, \tag{3.9}
\]

where \( s_n = \left( \frac{n+1}{2} \right)^{-\alpha} \frac{1}{\Gamma(1-\alpha)} \Gamma(1-\alpha) > 0 \), and the piecewise constant function \( u^n(t) \) is defined by

\[
u^n(t) = \begin{cases}
u_{[t/\tau]+1}, & 0 \leq t < T, \\
0, & \text{otherwise}.
\end{cases} \tag{3.10}
\]

In (3.10), \( \lfloor t \rfloor \) stands for the integer part of real number \( t \).
Proof. Note that (3.8) is well known (see, e.g., [25, 46]). We need only prove the inequality (3.9). We prove it by converting $B$ into the form of Corollary 2.1. First, convert \{$u_j, j = 1, \ldots, n$\} into a piecewise constant function $u^n(t)$ on $[0, T]$ as in (3.10). Obviously, $u^n(t) \in L^2(0, T)$. Then by Lemma 2.1 or Corollary 2.1, we have

$$0 \leq \frac{2}{\tau} A_\alpha(u^n, u^n) = \frac{1}{\tau} \frac{1}{\Gamma(1 - \alpha)} \int_0^T \int_0^T \frac{u^n(s)u^n(t)}{|t - s|^\alpha} dsdt$$

$$= \frac{1}{\tau} \frac{1}{\Gamma(1 - \alpha)} \sum_{k=1}^n \int_{(k-1)\tau}^{k\tau} \int_0^T \frac{u^n(s)}{|t - s|^\alpha} dsdt$$

$$= \frac{1}{\tau} \frac{1}{\Gamma(1 - \alpha)} \sum_{k=1}^n u_k \sum_{j=1}^n u_j \int_{(k-1)\tau}^{(k+1)\tau} \int_{(j-1)\tau}^{j\tau} \frac{1}{|t - s|^\alpha} dsdt = \sum_{k=1}^n \sum_{j=1}^n u_j u_k \tilde{b}_{|k-j|},$$

where

$$\tilde{b}_{|k|} = \frac{1}{\Gamma(1 - \alpha)} \frac{1}{\tau} \int_{k\tau}^{(k+1)\tau} \int_0^T \frac{1}{|t - s|^\alpha} dsdt$$

$$= \frac{\tau^{1-\alpha}}{\Gamma(3 - \alpha)} ((k+1)^2 - 2k^2 - (k-1)^2 - \alpha), \quad k \geq 1,$$

$$\tilde{b}_0 = \frac{2}{\Gamma(2 - \alpha)} \frac{1}{\tau} \int_0^\tau t^{1-\alpha} dt = \frac{2}{\Gamma(3 - \alpha)} \tau^{1-\alpha}.$$

It is easy to see that $b_{|k|}$ is an approximation of $\tilde{b}_{|k|}$ by evaluating the integration using a one-sided quadrature rule. To prove that $B$ is positive definite, we need to prove that the difference between $B$ and $2A_\alpha/\tau$ in the off-diagonal parts can be controlled by the difference in the diagonal part. To show this, for the diagonal term we have

$$2b_0 - \tilde{b}_0 = \frac{2\tau^{1-\alpha}}{\Gamma(2 - \alpha)} - \frac{2\tau^{1-\alpha}}{\Gamma(3 - \alpha)} = 2b_0 \left(1 - \frac{1}{\frac{2}{\alpha} - \alpha} \right) = \frac{2}{\Gamma(1 - \alpha)} \frac{\tau^{1-\alpha}}{2 - \alpha} \geq 0.$$

For the off-diagonal term, let $G(x) := \frac{1}{2 - \alpha} (x + 1)^{2 - \alpha} - \frac{1}{2 - \alpha} x^{2 - \alpha}$; then we have

$$\tilde{b}_{|k|} - b_{|k|}$$

$$= \frac{\tau^{1-\alpha}}{\Gamma(2 - \alpha)} \left(\frac{(k+1)^{2-\alpha} - 2k^{2-\alpha} + (k-1)^{2-\alpha}}{2 - \alpha} - \frac{(k+1)^{1-\alpha} - k^{1-\alpha}}{2 - \alpha}\right)$$

$$= \frac{\tau^{1-\alpha}}{\Gamma(2 - \alpha)} \left(G(k) - G(k-1) - G'(k)\right)$$

$$= \frac{\tau^{1-\alpha}}{\Gamma(2 - \alpha)} \frac{1}{2} (1 - \alpha) (x^\alpha - (x + 1)^\alpha) \quad \text{for some } x \in [k-1, k]$$

$$\geq 0 \quad \forall \ k \geq 1.$$

Thus we obtain

$$\sum_{k=1}^m |\tilde{b}_{|k|} - b_{|k|}| = \frac{\tau^{1-\alpha}}{\Gamma(2 - \alpha)} \left(\frac{(m+1)^{2-\alpha} - m^{2-\alpha} - 1}{2 - \alpha} - \frac{(m+1)^{1-\alpha} - 1}{2 - \alpha}\right)$$

$$\leq \frac{\tau^{1-\alpha}}{\Gamma(1 - \alpha)} \left(\frac{1}{2 - \alpha} - \frac{1}{2} (m+1)^{-\alpha}\right), \quad 1 \leq m \leq n - 1.$$
A direct calculation shows that the column sum of the off-diagonals is bounded by
\[
    c_0 := \frac{\tau^{1-\alpha}}{\Gamma(1-\alpha)} \left( \frac{2}{2-\alpha} - \left( \frac{n+1}{2} \right)^{-\alpha} \right).
\]
Hence \( C = \{c_{k-j}\}_{k,j=1}^n \) with \( c_k = b_{|k|} - b_{|k|} \) for \( k = \pm 1, \ldots, \pm n \) is a symmetric positive definite \( M \)-matrix. We then have
\[
    B = \frac{2}{\tau} A_{\alpha}(u^n, u^n) + \sum_{k=1}^n \left[ 2b_0 - \tilde{b}_0 - c_0 \right] u_k^2 + \sum_{k=1}^n \sum_{j=1}^n c_{k-j} u_k u_j
\]
\[
    \geq \frac{2}{\tau} A_{\alpha}(u^n, u^n) + \sum_{k=1}^n \left[ 2b_0 - \tilde{b}_0 - c_0 \right] u_k^2
\]
\[
    = \frac{2}{\tau} A_{\alpha}(u^n, u^n) + s_n \sum_{k=1}^n u_k^2.
\]
The proof is complete.

We are now ready to give the following result indicating that the proposed numerical scheme is energy stable.

**Theorem 3.1.** The numerical solution of (3.7) with a modified bulk potential function (3.6) satisfies the following discrete energy dissipation law:
\[
    E[\phi^n] - E[\phi^0] \leq -\frac{b_0}{2\gamma \tau} \sum_{k=0}^{n-1} \|\delta_{t} \phi^{k+1}\|^2
\]
\[
    -\sum_{k=0}^{n-1} \left\{ \frac{\varepsilon}{2} \|\nabla \delta_{t} \phi^{k+1}\|^2 + \left\langle \frac{S}{\gamma} - \frac{1}{2\varepsilon} f'(\xi^k), (\delta_{t} \phi^{k+1})^2 \right\rangle \right\},
\]
where \( \delta_{t} \phi^{k+1} := \phi^{k+1} - \phi^k \), provided that
\[
    S + \frac{b_0}{2\tau} \geq \frac{\gamma L}{2\varepsilon},
\]
where \( L \) is given by (3.5). If \( S \geq \gamma L / 2\varepsilon \), then the scheme is unconditional energy stable in the sense that
\[
    E[\phi^n] \leq E[\phi^0] \quad \forall \tau > 0, n > 0.
\]

**Proof.** Multiplying both sides of (3.7) by \( \delta_{t} \phi^{k+1} \) and integrating in space, we see that the resulting right-hand side is given by
\[
    \text{RHS} = -\frac{\varepsilon}{2} \|\nabla \phi^{k+1}\|^2 + \frac{\varepsilon}{2} \|\nabla \phi^{k}\|^2 - \frac{\varepsilon}{2} \|\nabla \delta_{t} \phi^{k+1}\|^2 - \left\langle \frac{1}{\varepsilon} f(\phi^k) \delta_{t} \phi^{k+1} + \frac{S}{\gamma} (\delta_{t} \phi^{k+1})^2, 1 \right\rangle
\]
\[
    = -\frac{\varepsilon}{2} \|\nabla \phi^{k+1}\|^2 + \frac{\varepsilon}{2} \|\nabla \phi^{k}\|^2 - \frac{\varepsilon}{2} \|\nabla \delta_{t} \phi^{k+1}\|^2
\]
\[
    - \left\langle \frac{1}{\varepsilon} F(\phi^{k+1}) - \frac{1}{\varepsilon} F(\phi^k) + \left( \frac{S}{\gamma} - \frac{1}{2\varepsilon} f'(\xi^k) \right) (\delta_{t} \phi^{k+1})^2, 1 \right\rangle,
\]
where \( \xi^k(x) \) is between \( \phi^k(x) \) and \( \phi^{k+1}(x) \). On the other hand, the resulting left-hand side is given by
\[
    \text{LHS} = \frac{1}{\gamma \tau} \int_{\Omega} \sum_{j=0}^{k} b_j \delta_{t} \phi^{k+1-j} \delta_{t} \phi^{k+1} dx.
\]
Summing up both sides for \( k = 0, \ldots, n - 1 \), we get
\[
E[\phi^n] - E[\phi^0] = -\frac{1}{\gamma \tau} \int_{\Omega} \sum_{k=0}^{n-1} b_j \phi_k(x) \phi_{k+1}(x) \, dx \\
- \frac{n-1}{2} \| \nabla \phi_k \|^2 + \left\langle \frac{S}{\gamma} - \frac{1}{2\varepsilon} f'(\xi), (\phi_{k+1} - \phi_k)^2 \right\rangle.
\]

The desired energy estimate (3.11) follows by using Lemma 3.1.

3.2. The time-fractional Cahn–Hilliard equation. The scheme (3.7) can be easily extended to the time-fractional CH equation (2.17) with the double-well potential function of quadratic growth (3.6) as follows:
\[
\frac{1}{\gamma} \sum_{j=0}^{k} b_j \phi_k^{(1)}(x) \phi_{k+1}(x) = \Delta \mu^{(1)},
\]
\[
\mu^{n+1} = -\varepsilon \Delta \phi^{k+1} + \frac{1}{\varepsilon} f(\phi) + S \gamma (\phi_{k+1} - \phi).\tag{3.14}
\]

Similarly to the time-fractional AC equation case, we can prove the following energy dissipation property.

**Theorem 3.2.** Consider the numerical scheme (3.13)–(3.14) with a modified bulk potential function (3.6). Then the numerical solution of (3.13)–(3.14) satisfies the following discrete energy dissipation property:
\[
E[\phi^n] - E[\phi^0] \leq -\frac{b_0}{2\gamma \tau} \sum_{k=0}^{n-1} \| \Delta \phi_k \|_{H^{-1}}^2 \\
- \frac{n-1}{2} \| \nabla \phi_k \|^2 + \left\langle \frac{S}{\gamma} - \frac{1}{2\varepsilon} f'(\xi), (\phi_{k+1} - \phi_k)^2 \right\rangle,\tag{3.15}
\]
provided that \( \sqrt{\frac{b_0}{\gamma \tau}} + \frac{S}{\varepsilon} \geq \frac{L}{2\varepsilon} \). If \( S \geq \frac{\gamma L}{2\varepsilon} \), then the scheme is unconditional energy stable in the sense that
\[
E[\phi^n] \leq E[\phi^0] \quad \forall \tau > 0, n > 0.
\]

3.3. The time-fractional molecular beam epitaxy equation. The scheme (3.7) and the relevant analysis also apply to the time-fractional MBE model (2.23) without slope selection, in which we have
\[
f'_m(v) := \frac{\partial f_m(v)}{\partial v} = \frac{2v^2 - (|v|^2 + 1)I}{(1 + |v|^2)^2},
\]
where \( I \) is an identity matrix. The corresponding numerical scheme is
\[
\frac{1}{\gamma} \sum_{j=0}^{k} b_j \phi_k^{(1)}(x) \phi_{k+1}(x) = \varepsilon \Delta \phi^{k+1} + \frac{1}{\varepsilon} \nabla \cdot f_m(\nabla \phi) + S \gamma (\Delta \phi_{k+1} - \Delta \phi), \quad k \geq 0.
\]

Similarly, we can prove the following energy dissipation property.
THEOREM 3.3. Consider the time-fractional MBE model (2.23) with periodic boundary condition or no-flux boundary condition (2.25). Then the numerical scheme (3.17) satisfies the following discrete energy law:

\[
E_m[\phi^n] - E_m[\phi^0] \leq -\frac{b_0}{2\gamma \tau} \sum_{k=0}^{n-1} \|\delta_t \phi^{k+1}\|^2 - \sum_{k=0}^{n-1} \frac{c}{2} \|\nabla^2 \delta_t \phi^{k+1}\|^2 \\
- \sum_{k=0}^{n-1} \left( \frac{S}{\gamma} - \frac{1}{2\varepsilon} f_m'(\xi^k), (\nabla \delta_t \phi^{k+1})^2 \right),
\]

(3.18)

provided that \( \sqrt{\frac{b_0\varepsilon}{\gamma \tau}} + \frac{\varepsilon}{2} \geq \frac{1}{2\varepsilon} \lambda_{\text{max}}(f_m'(\xi^k)) \). Here \( \lambda_{\text{max}}(f_m'(\xi^k)) \) means the largest eigenvalue of the matrix \( f_m'(\xi^k) \). In particular, if we choose \( S \geq \frac{\gamma}{16\varepsilon} \), then the numerical scheme (3.17) for the time-fractional MBE model without slope selection is unconditionally energy stable for any time step size.

Proof. We remark that the inequality (3.18) can be obtained by the standard energy method, which is similar to the methods employed in the previous subsections. To make the last term in (3.18) nonnegative, we need only

\[
\frac{S}{\gamma} \geq \frac{1}{2\varepsilon} \lambda_{\text{max}}(f_m'(\xi^k)) \geq 0.
\]

A direct calculation using (3.16) shows that \( \lambda_{\text{max}}(f_m'(\xi^k)) \leq 1/8 \). Consequently, the above inequality holds provided that \( S \geq \frac{\gamma}{16\varepsilon} \).

Remark 3.2. One can also resort to the convex-splitting approach [16, 17] to design energy stable schemes. Take the classical double-well potential (1.2) as an example, and let

\[
f_i(\phi) = \phi^3, \quad f_e(\phi) = \phi.
\]

(3.19)

For the time-fractional CH equation, the corresponding convex-splitting scheme reads

\[
\frac{1}{\gamma} \sum_{j=0}^{k} b_j \frac{\phi^{k+1-j}(x) - \phi^{k-j}(x)}{\tau} = \Delta \mu^{k+1},
\]

(3.20)

\[
\mu^{n+1} = -\varepsilon \Delta \phi^{k+1} + \frac{1}{\varepsilon} f_i(\phi^{k+1}) - \frac{1}{\varepsilon} f_e(\phi^k).
\]

(3.21)

For the time-fractional MBE model with slope selection, the corresponding scheme yields

\[
\frac{1}{\gamma} \sum_{j=0}^{k} b_j \frac{\phi^{k+1-j}(x) - \phi^{k-j}(x)}{\tau} = -\varepsilon \Delta^2 \phi^{k+1} + \frac{1}{\varepsilon} \nabla \cdot f_i(\nabla \phi^{k+1}) - \frac{1}{\varepsilon} \nabla \cdot f_e(\nabla \phi^k), \quad k \geq 0.
\]

(3.22)

Here \( f_i(\mathbf{v}) = |\mathbf{v}|^2 \mathbf{v} \). These schemes can be proved to be unconditionally stable, but at each time step we need to solve a nonlinear system.
4. Maximum principle for the Allen–Cahn equation. Similarly to the classical Allen–Cahn equation (see, e.g., [40]), we can establish a discrete maximum principle for the time-fractional AC equation. Note that if the discrete maximum principle is valid, then the global Lipschitz condition on \( f \) can be removed as the numerical solutions are bounded by the initial data. In other words, the modified bulk potential function (3.6) may not be needed; instead, the standard double-well potential (1.2) can be used.

Next, we show that scheme (3.7) with the standard double-well potential (1.2) satisfies a discrete maximum principle provided that the time step size is sufficiently small.

**Theorem 4.1.** Suppose \( \phi_0 \in C^0 \) and \( M_1 \leq \phi_0(x) \leq M_2 \) for all \( x \in \Omega \). Let \( \{ \phi^k, k \geq 1 \} \) be the solution of the semidiscretized scheme (3.7) with a standard double-well potential that satisfies property (2.11). If

\[
\frac{b_0 - b_1}{\tau} + S \geq \gamma \max_{M_1 \leq u \leq M_2} |f'(u)|, \tag{4.1}
\]

then we have

\[
M_1 \leq \phi^k(x) \leq M_2 \quad \forall \ k \geq 1, \ x \in \Omega. \tag{4.2}
\]

**Proof.** We rewrite the scheme (3.7) using (3.3) as

\[
\frac{b_0}{\gamma \tau} \phi^{k+1} + \frac{S}{\gamma} \phi^{k+1} - \varepsilon \Delta \phi^{k+1} = \frac{1}{\gamma \tau} \sum_{j=0}^{k-1} (b_j - b_{j+1}) \phi^{k-j} + b_k \phi^0 + S \phi^k - \frac{1}{\varepsilon} f(\phi^k), \quad k \geq 0. \tag{4.3}
\]

We first consider the case \( k = 0 \). By using the fact that \( f(\phi^k) = f(\phi^0) - f(M_2) = f'(\xi)(\phi^0 - M_2) \), we obtain

\[
\frac{b_0}{\gamma \tau} \phi^1 + \frac{S}{\gamma} \phi^1 - \varepsilon \Delta \phi^1 = \frac{b_0}{\gamma \tau} \phi^0 + \frac{S}{\gamma} \phi^0 + \frac{1}{\varepsilon} f'(\xi)(M_2 - \phi^0)
\]

\[
= \frac{b_0}{\gamma \tau} M_2 + \frac{S}{\gamma} M_2 + \left( \frac{1}{\varepsilon} f'(\xi) - \frac{S}{\gamma} \frac{b_0}{\gamma \tau} \right) (M_2 - \phi^0)
\]

\[
\leq \frac{b_0}{\gamma \tau} M_2 + \frac{S}{\gamma} M_2.
\]

The last inequality is a result of condition (4.1). Now, let \( x_0 \) be a maximum point of \( \phi^1 \); if \( \phi^1(x_0) > M_2 \), we get

\[
\frac{b_0}{\gamma \tau} \phi^1 + \frac{S}{\gamma} \phi^1 - \varepsilon \Delta \phi^1 > \frac{b_0}{\gamma \tau} M_2 + \frac{S}{\gamma} M_2 \quad \text{at} \quad x = x_0,
\]

which contradicts the above inequality. Thus, we have \( \max_{x \in \Omega} \phi^1(x) \leq M_2 \).

Next, suppose \( \max_{x \in \Omega} \phi^j(x) \leq M_2 \) holds for \( j = 0, \ldots, k \). Then by using (3.4),
the fact \( f(\phi^k) = f(\phi^k) - f(M_2) = f'(\xi)(\phi^k - M_2) \), and the condition (4.1), we get
\[
\frac{b_0}{\gamma \tau} \phi^{k+1} + \frac{S}{\gamma} \phi^{k+1} - \varepsilon \Delta \phi^{k+1}
\leq \frac{b_1}{\gamma \tau} M_2 + \frac{b_0 - b_1}{\gamma} \phi^k + \frac{S}{\gamma} \phi^k + \frac{1}{\varepsilon} f'(\xi)(M_2 - \phi^k)
\leq \frac{b_0}{\gamma \tau} M_2 + \frac{S}{\gamma} M_2 + \left( \frac{1}{\varepsilon} f'(\xi) - \frac{b_0 - b_1}{\gamma} \right)(M_2 - \phi^k)
\leq \frac{b_0}{\gamma \tau} M_2 + \frac{S}{\gamma} M_2.
\]
Again, let \( x_0 \) be a maximum point of \( \phi^{k+1} \); if \( \phi^{k+1}(x_0) > M_2 \), we obtain
\[
\frac{b_0}{\gamma \tau} \phi^{k+1} + \frac{S}{\gamma} \phi^{k+1} - \varepsilon \Delta \phi^{k+1} > \frac{b_0}{\gamma \tau} M_2 + \frac{S}{\gamma} M_2 \quad \text{at } x = x_0,
\]
which contradicts the above inequality. Thus, we have \( \max_{x \in \Omega} \phi^{k+1}(x) \leq M_2 \). By mathematical induction, we have \( \max_{x \in \Omega} \phi^j(x) \leq M_2 \) for any \( j \geq 1 \). The lower bound can be proved similarly.

It is well known that the solution of linear time-fractional parabolic equations admits some kind of initial singularity (see, e.g., [4, 7, 22, 35, 44, 46]):

\[(4.4) \quad \phi(t) \in C([0, T]), \quad |\phi| \leq C_{\alpha t^{\alpha - 1}}.\]

The well-posedness and the limited regularity of the time-fractional AC equation (2.9)--(2.10) with \( F \) satisfying (3.5) was studied recently by Jin, Li, and Zhou [23] in the setting of the nonlinear subdiffusion equation. It is proved in [23] that if \( \phi_0 \in H^1_0(\Omega) \cap H^2(\Omega) \), then (2.9)--(2.10) admits a unique solution \( \phi \) satisfying

\[(4.5) \quad \phi \in C^\alpha([0, T]; L^2(\Omega)) \cap C([0, T]; H^1_0(\Omega) \cap H^2(\Omega)), \quad \partial_t^\alpha \phi \in C([0, T]; L^2(\Omega)),\]
\[(4.6) \quad \partial_t \phi(t) \in L^2(\Omega) \quad \text{and} \quad \|\partial_t \phi(t)\|_{L^2(\Omega)} \leq c t^{\alpha - 1} \quad \text{for } t \in (0, T].\]

Correspondingly, the numerical solutions of scheme (3.7) with a modified bulk potential function (3.6) can be proved to satisfy the following convergence property using the standard technique in [23]:

\[(4.7) \quad \max_{1 \leq n \leq N} \|\phi(n \tau) - \phi^n\|_{L^2(\Omega)} \leq c \tau^{\alpha}.\]

Since the piecewise extension \( \phi_\tau(x, t) := (n + 1 - t/\tau)\phi^n + (t/\tau - n)\phi^{n+1} \) (\( n \tau \leq t \leq n \tau + \tau \)) converges to the weak solution \( \phi(x, t) \) in \( C([0, T]; L^2(\Omega)) \), using the facts that \( \phi_\tau \) is bounded uniformly (Theorem 4.1) for sufficiently small \( \tau \) and that \( \phi \) is a continuous function yields the following maximum principle result.

**Theorem 4.2.** Let \( \phi(x, t) \) be a weak solution of (2.9)--(2.10) with a potential function \( F(\phi) \) described by (2.11). Suppose that \( \phi(x, 0) = \phi_0 \in H^1_0(\Omega) \cap H^2(\Omega), \quad \Omega \subset \mathbb{R}^d, d = 2, 3, \) and \( M_1 \leq \phi_0(x) \leq M_2 \) for all \( x \in \Omega \); then
\[
M_1 \leq \phi(x, t) \leq M_2 \quad \forall \text{ a.e. } (x, t) \in \Omega \times [0, T].
\]

**Remark 4.1.** The above theorem provides a maximum principle for the weak solution. On the other hand, we can also obtain a maximum principle directly for the
strong solution. Suppose the initial value \( \phi_0 \) and the spatial domain \( \Omega \) are sufficiently smooth such that the solution \( \phi \) of (2.9)--(2.10) with a potential function \( F(\phi) \) described by (2.11) satisfies

\[
\Delta \phi \in C^0((0,T] \times \Omega), \quad \phi_1 \in C^0((0,T] \times \Omega), \quad \phi \in C^0([0,T] \times \Omega).
\]

If the initial data is bounded, i.e., \( M_1 \leq \phi_0 \leq M_2 \) for all \( x \in \Omega \), then one can use a standard technique to prove that

\[ M_1 \leq \phi(x,t) \leq M_2 \quad \forall x \in \Omega, \ t > 0. \]

We point out that the regularity assumptions (4.8) have been shown to be reasonable recently, e.g., as reported in [15].

5. Numerical experiments. In this section, numerical schemes proposed in the previous section will be employed to study the coarsening rates of the time-fractional phase-field models. We solve the phase-field equations in \( \Omega = [0,L_x] \times [0,L_y] \) with periodic boundary conditions. A Fourier–Galerkin method is used for the spatial discretization. To enhance the computational efficiency, the fast sum-of-exponential algorithm developed in [21] is used to evaluate the historical part of the time-fractional derivatives.

5.1. Numerical results for the time-fractional Allen–Cahn equation. In this case, we take \( L_x = L_y = 2, \varepsilon = 0.05, \) and \( \gamma = 0.05, \) at different time levels. It is clearly seen that it takes a longer time to reach the equilibrium if \( \alpha \) becomes smaller. This observation can be further verified by looking at the energy dissipation curves displayed in Figure 2. It is seen from this figure that the energy dissipation for the time-fractional AC equation has a long tail effect.

5.2. Numerical results for the time-fractional Cahn–Hilliard equation. In this case, we take \( L_x = L_y = 2, \varepsilon = 0.05, \) and \( \gamma = \varepsilon^2. \) A uniformly random distribution field in \([-1,1]\) is taken as the initial state, and the stabilization constant in scheme (3.13)--(3.14) is chosen as \( S = 0.01. \) We use \( 256 \times 256 \) Fourier modes for spatial discretization. The time step size is taken as \( \tau = 0.001. \) As shown in section 3, the numerical scheme is unconditionally stable if a suitable stabilization constant is used.

We investigate again the time variation for the phase-field function and the energy evolution with different values of fractional parameters. Figure 3 presents the phase-field function \( \phi \) with \( \alpha = 0.3, 0.5, 1 \) at different time levels. Again it is observed that as \( \alpha \) decreases, the relaxation time reaching the equilibrium increases. This assertion can be further verified by checking the energy dissipation curves presented in Figure 4(a). The overall energy dissipation process can be split into three stages. In the first stage, the bulk force is the driving force, and consequently small scale phase separations form. In the second stage, small structures interact with one another, so that an energy dissipation power law can be observed. In particular, the power law
behaves like $E[\phi(t)] \approx C_\alpha t^{p_\alpha}$. It is found by data fitting that $p_\alpha \approx -\alpha/3$ (cf. Figure 4(b)), which is consistent with the $-1/3$ law for the classical CH equation (i.e., $\alpha = 1$). In the last stage, the equilibrium solution with the minimum energy is obtained.
5.3. Numerical results for the time-fractional molecular beam epitaxy model. For the time-fractional MBE model with slope selection, we take $L_x = L_y = 2\pi$, $\varepsilon = 0.1$, and $\gamma = \varepsilon$. A uniformly random distribution field in $[-0.001, 0.001]$ is chosen as the initial state. We use the stabilized scheme (3.17) with $S = 0.1$ and
Fig. 5. The snapshots of the numerical solution of the time-fractional MBE model with slope selection for $\alpha = 1, 0.7, \text{ and } 0.4$ (top, middle, and bottom rows, respectively).

take $256 \times 256$ Fourier modes for spatial discretization. The time step size is taken as $\tau = 0.001$.

The time evolution for the phase-field function $\phi$ with $\alpha = 0.4, 0.7, 1$ is presented in Figure 5, which demonstrates again that as $\alpha$ decreases, the relaxation time reaching the equilibrium increases. It is seen from Figure 6(a) that the overall energy dissipation process for the time-fractional MBE model consists of three stages, and in the second stage a power law with an asymptotic power of $-\alpha/3$ is observed, which is confirmed numerically by Figure 6(b).

6. Concluding remarks. In this work, we established an energy dissipation theory for the time-fractional phase-field equations. We prove in the continuous level that the time-fractional phase-field equations admit an energy dissipation law of integral type. In the discrete level, we propose a class of finite difference schemes that can inherit the discrete energy dissipation property. These numerical schemes are applied and analyzed for the time-fractional AC equation, the time-fractional CH equation, and the time-fractional MBE model. Several numerical experiments are carried out to verify the theoretical predictions. In particular, it is observed numerically that the energy dissipation rate satisfies a power law with an asymptotic power $-\alpha/3$, where $\alpha$ is the fractional parameter.

We conclude this work by pointing out several relevant issues which require further study:

- As discussed in Remark 2.1, we have presented the energy law $E[\phi(T)] \leq
An open question is to verify the following energy dissipation law:
\[
\frac{d}{dt} E \leq 0 \quad \text{or} \quad \frac{d^\alpha}{dt^\alpha} E \leq 0.
\]

- We have shown numerically that the energy dissipation rate satisfies a power law with an asymptotic power \(-\alpha/3\) in the coarsening stage for the time-fractional CH equation and the MBE model. However, a rigorous theoretical justification is needed.
- On the numerical side, only first order schemes are investigated in this work. It will be more useful and more challenging to design high order energy stable schemes in our future studies.
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