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#### Abstract

It has been demonstrated that spectral deferred correction (SDC) methods can achieve arbitrary high order accuracy and possess good stability properties. There have been some recent interests in using high-order Runge-Kutta methods in the prediction and correction steps in the SDC methods, and higher order rate of convergence is obtained provided that the quadrature nodes are uniform. The assumption of the use of uniform mesh has a serious practical drawback as the well-known Runge phenomenon may prevent the use of reasonably large number of quadrature nodes. In this work, we propose a modified SDC methods with high-order integrators which can yield higher convergence rates on both uniform and non-uniform quadrature nodes. The expected high-order of accuracy is theoretically verified and numerically demonstrated.


## 1 Introduction

In [4], a spectral deferred correction (SDC) method was proposed by coupling the Gaussian quadrature with Picard iterations, which was shown to possess very highorder of accuracy and larger stability region. The success of the SDC is due to several issues. Firstly, the difficulty of equidistant polynomial interpolation is eliminated by using the Gaussian quadrature on each subinterval. Secondly, the instability of numerical differentiation is eliminated by solving the equivalent Picard integral equations rather than directly solving the ODEs. Furthermore, the Picard process relaxes the restriction of the uniform distribution of the quadrature nodes required by the classical deferred correction methods.

[^0]The low-order methods such as the forward Euler or backward Euler methods are employed [4] during the correction loops, while high-order integrators were investigated by Christlieb et al. [2] where an $r^{\text {th }}$-order Runge-Kutta (RK) integrator is used to solve the error equation in the correction loop. With the same number of function evaluations, it was shown that the use of the higher-order integrators can have one magnitude of accuracy improvement. However, the order increasement in the correction loop does not hold for non-uniform grids, e.g., the Gaussian quadrature nodes are excluded. The aim of this paper is to have a better understanding of the convergence-rate issues on non-uniform quadrature nodes, in particular we wish to consider the case of using SDC methods with high-order integrators during correction loops. More precisely, we consider how to recover high-order rate of the convergence for higher-order integrators with non-uniform quadrature nodes. To this end, we will establish a recursive relation for error functions and then give the convergence analysis. Then we make a simple modification in the correction step to improve the regularity of the error functions; this will allow us to extend high order convergence behaviors to the non-uniform quadrature nodes.

The rest of the paper is arranged as follows. In Section 2, we review the SDC methods and discuss their error analysis. We will also present a modified SDC strategy to extend high order convergence behaviors to the non-uniform quadrature nodes. In Section 3, numerical experiments will be reported to support the theoretical predictions. The superior stability properties of the modified SDC methods will be demonstrated in Section 4. The final section gives some concluding remarks.

## 2 The SDC method and its convergence

For simplicity, we consider an IVP consisting of a scalar ODE and initial condition

$$
\left\{\begin{array}{l}
y^{\prime}(t)=f(t, y(t)), \quad t \in(a, b]  \tag{2.1}\\
y(a)=y_{a}
\end{array}\right.
$$

We assume the function $f:[a, b] \times \mathbb{R} \mapsto \mathbb{R}$ satisfies the following Lipschitz continuous condition

$$
\begin{equation*}
\left|f\left(\bullet, y_{1}\right)-f\left(\bullet, y_{2}\right)\right| \leq L\left|y_{1}-y_{2}\right| \tag{2.2}
\end{equation*}
$$

with the Lipschitz constant $L$. To implement the SDC methods, we discretize the time domain $[a, b]$ into intervals to get a mesh

$$
\mathcal{T}_{h}:=\left\{t_{n}: a=t_{0}<t_{1}<\cdots<t_{N}=b\right\} .
$$

We set $I_{n}:=\left(t_{n}, t_{n+1}\right], \bar{I}_{n}:=\left[t_{n}, t_{n+1}\right], h_{n}:=t_{n+1}-t_{n}$, with $n=0,1, \cdots, N-1$. The quantity

$$
h:=\max \left\{h_{n}: 0 \leq n \leq N-1\right\}
$$

will be called the size of the mesh $\mathcal{T}_{h}$. Let $X_{h}$ be the grid points which is given by

$$
\begin{equation*}
X_{h}:=\left\{t_{n, i}:=t_{n}+c_{i} h_{n}: 0 \leq c_{1}<\cdots<c_{m} \leq 1\right\} \tag{2.3}
\end{equation*}
$$

where $\left\{c_{i}\right\}$ is a prescribed set of collocation parameters; for a given mesh $\mathcal{T}_{h}$ the collocation parameters completely determine $X_{h}$. It is noted that the classical deferred correction methods are based on the equispaced nodes in each interval $I_{n}$, i.e., $c_{i}=i / m$.

In this section, we will concentrate on the subinterval $I_{n}$, so in most cases the superscript $n$ will be dropped (e.g., $X_{h}$ defined by (2.3) also depends on $n$ ). We introduce the standard Lagrange interpolation operator $L_{m}$ defined on the interval $I_{n}$ :

$$
\begin{equation*}
L_{m}(\vec{\varphi})=\sum_{i=1}^{m} \varphi_{i} l_{n, i}(t) \tag{2.4}
\end{equation*}
$$

for vectors $\vec{\varphi}=\left[\varphi_{1}, \cdots, \varphi_{m}\right]^{T} \in \mathbb{R}^{m}$, where the function $l_{n, i}(t)$ denotes the corresponding Lagrange basis functions associated with the collocation points $\left\{t_{n, i}\right\}_{i=1}^{m}$.

### 2.1 The SDC methods

This subsection reviews the SDC methods proposed in [4] for (2.1). The SDC method is based on the following equivalent integral equation associated with (2.1)

$$
\begin{equation*}
y(t)=y_{a}+\int_{a}^{t} f(s, y(s)) d s, \quad t \in(a, b] . \tag{2.5}
\end{equation*}
$$

In the collocation method, the solution of (2.5) is approximated by an element $u_{h}$ of the piecewise polynomial space

$$
\begin{equation*}
S_{m-1}^{(-1)}\left(\mathcal{T}_{h}\right):=\left\{v \in C^{-1}([a, b]):\left.v\right|_{\bar{I}_{n}} \in \mathcal{P}_{m-1}(0 \leq n \leq N-1)\right\} \tag{2.6}
\end{equation*}
$$

where $\mathcal{P}_{m-1}$ denotes the space of all (real) polynomials of degree not exceeding $m-1$. The collocation solution $u_{h} \in S_{m-1}^{(-1)}\left(\mathcal{T}_{h}\right)$ for (2.5) is defined by the collocation equation

$$
\begin{equation*}
u_{h}(t)=y_{a}+\int_{a}^{t} f\left(s, u_{h}(s)\right) d s, \quad t \in X_{h} \tag{2.7}
\end{equation*}
$$

Let

$$
\begin{equation*}
\vec{Y}_{m}=\left[u_{h}\left(t_{n, 1}\right), \cdots, u_{h}\left(t_{n, m}\right)\right]^{T}, \quad \vec{y}_{m}=\left[y\left(t_{n, 1}\right), \cdots, y\left(t_{n, m}\right)\right]^{T} \tag{2.8}
\end{equation*}
$$

where $c_{j}$ is defined by (2.3) and $y$ is the exact solution of (2.1). It is known that the following error estimate for the collocation approximation $Y_{m}$ holds (c.f. [1, Theorem 2.2.3])

$$
\begin{equation*}
\left\|\vec{y}_{m}-\vec{Y}_{m}\right\| \leq C h^{m}\|y\|_{m+1} \tag{2.9}
\end{equation*}
$$

where $\|\bullet\|_{m+1}$ denotes the maximum norm of $y^{(m+1)}$.
Denote the operator $K$ by the following functional

$$
\begin{equation*}
K f(y)=\int_{t_{n}}^{t} f(s, y(s)) d s, \quad \text { for } t \in\left(t_{n}, t_{n+1}\right] \tag{2.10}
\end{equation*}
$$

It follows from (2.1) that in $I_{n}$

$$
\begin{equation*}
y(t)=y\left(t_{n}\right)+K f(y), \quad t \in\left[t_{n}, t_{n+1}\right] . \tag{2.11}
\end{equation*}
$$

Define a matrix operator $K_{m}$ corresponding to the collocation parameters $\left\{c_{i}\right\}$ by

$$
\begin{equation*}
K_{m} f(\vec{\eta})=\left(\sum_{j=1}^{m} f\left(t_{n, j}, \eta_{j}\right) \int_{t_{n}}^{t_{n, i}} l_{n, j}(s) d s\right)_{1 \leq i \leq m} \tag{2.12}
\end{equation*}
$$

for the vector $\vec{\eta}$ and $K_{m} \vec{\eta} \in \mathbb{R}^{m}$. It follows from the Lipschitz continuous condition (2.2) that

$$
\begin{equation*}
\left\|K_{m} f\left(\vec{\eta}_{1}\right)-K_{m} f\left(\vec{\eta}_{2}\right)\right\| \leq C h\left\|\vec{\eta}_{1}-\vec{\eta}_{2}\right\|, \tag{2.13}
\end{equation*}
$$

where (and in the rest of the paper) $\|\bullet\|$ denotes the standard $l^{\infty}$-vertor norm. Using the definition (2.12), the collocation approximation $Y_{m}$ for (2.1) can be written as

$$
\begin{equation*}
\vec{Y}_{m}=\vec{u}_{n}+K_{m} f\left(\vec{Y}_{m}\right) \tag{2.14}
\end{equation*}
$$

with $\vec{u}_{n}=\left[u_{n}, \cdots, u_{n}\right] \in \mathbb{R}^{m}$.
The algorithm of the SDC method in the interval $\left[t_{n}, t_{n+1}\right]$ is given below.
Algorithm 2.1. (SDC method):
1 (Prediction).
Use a $k_{0}$-th order numerical method to compute an initial approximation over the grid nodes (2.3), $\vec{\eta}^{[0]}=\left[\eta_{1}^{[0]}, \cdots \eta_{m}^{[0]}\right]^{T}$ which is a $k_{0}$-th order approximation to $\vec{y}_{m}$ defined by (2.8).

2 (Correction).
For $j=1, \cdots, J$, do

- 2(a). Compute the interpolating polynomial $L_{m}\left(\vec{\eta}^{[j-1]}\right)$.
- 2(b). Compute the residual for $\vec{\eta}^{[j-1]}$

$$
\begin{equation*}
\vec{\varepsilon}^{[j-1]}=\vec{u}_{n}+K_{m} f\left(\vec{\eta}^{[j-1]}\right)-\vec{\eta}^{[j-1]} \tag{2.15}
\end{equation*}
$$

Define $\varepsilon^{[j-1]}=L_{m}\left(\vec{\varepsilon}^{[j-1]}\right)$ and define the error function for $\vec{\eta}^{[j-1]}$

$$
\begin{equation*}
\tilde{e}^{[j-1]}(t)=y_{m}(t)-L_{m}\left(\vec{\eta}^{[j-1]}\right) \tag{2.16}
\end{equation*}
$$

- 2(c). Form the error equation

$$
\begin{equation*}
\tilde{e}^{[j-1]}(t)=K_{m} f\left(\left(\tilde{e}^{[j-1]}\right)+L_{m}\left(\vec{\eta}^{[j-1]}\right)\right)-K_{m} f\left(\vec{\eta}^{[j-1]}\right)+\varepsilon^{[j-1]}(t) \tag{2.17}
\end{equation*}
$$

for $t \in\left(t_{n}, t_{n+1}\right]$, with $\tilde{e}^{[j-1]}\left(t_{n}\right)=0$.

- 2(d). Use an $k$-th order method to compute an approximate solution $\delta_{i}^{[j-1]} \approx$ $\tilde{e}^{[j-1]}\left(t_{n, i}\right)$ to the error equation at the grid points $t_{n, i}$ on $\left[t_{n}, t_{n+1}\right]$.
- 2(e). Define a new approximate solution $\vec{\eta}^{[j]}=\vec{\eta}^{[j-1]}+\vec{\delta}^{[j-1]}$.

There are various implementation details for the SDC methods, see, e.g., discussions on the distribution of grid points (2.3) in [7], the choice of numerical integrations, or different numerical methods in the prediction and correction steps in $[6,8]$.

### 2.2 Convergence analysis

We first illustrate how the convergence order is improved at each correction step. Then adding the error estimates for the prediction step, the error estimate for the SDC methods will be obtained. Note the convergence result in this subsection is not new. For example, the convergence for the SDC method on uniform quadrature nodes with high-order RK correction steps was established in [2] using a smoothness of rescaled error vector approach. However, the new framework given in this subsection will allow us to further improve the SDC algorithm as to be demonstrated in the following subsection.

To implement SDC methods, a lower order numerical method such as forward Euler, backward Euler, and second-order RK method is applied to obtain approximations of the error equations in the correction steps. Similar to the definition of integral operator $K_{m}$ to (2.14), we also define the lower-order discrete integral operator $\widetilde{K}_{m}$ corresponding to the numerical methods such as forward Euler, backward Euler, and second-order RK methods. It follows from the Lipschitz condition (2.2) that

$$
\begin{equation*}
\left\|\widetilde{K}_{m} f\left(\vec{\eta}_{1}\right)-\widetilde{K}_{m} f\left(\vec{\eta}_{2}\right)\right\| \leq C h\left\|\vec{\eta}_{1}-\vec{\eta}_{2}\right\| \tag{2.18}
\end{equation*}
$$

where $C$ is a constant dependent on $L$ but independent of the time step size $h$.

Theorem 2.1. Assume the solution $y(t)$ of (2.1) is $(m+1)$-times continuously differentiable. Let $\vec{\eta}^{[J]}$ be computed in the Correction step of Algorithm 2.1. If the stepsize $h$ is sufficiently small, then the following error estimate holds

$$
\begin{equation*}
\left\|\vec{y}_{m}-\vec{\eta}^{[J]}\right\| \leq C h^{k_{0}+J}\|y\|_{k_{0}+1}+C h^{m}\|y\|_{m+1} \tag{2.19}
\end{equation*}
$$

where $\vec{y}_{m}$ is defined by (2.8), the constant $C$ is independent of $h, k_{0}$ is the convergence order for numerical schemes used in the prediction step, and $J$ is the number of Correction cycles in Algorithm 2.1.

Proof. It follows from Algorithm 2.1 that

$$
\begin{align*}
& \vec{\delta}^{[j-1]}=\widetilde{K}_{m} f\left(\vec{\delta}^{[j-1]}+\vec{\eta}^{[j-1]}\right)-\widetilde{K}_{m} f\left(\vec{\eta}^{[j-1]}\right)+\vec{\varepsilon}^{[j-1]} \\
= & \widetilde{K}_{m} f\left(\vec{\eta}^{[j]}\right)-\widetilde{K}_{m} f\left(\vec{\eta}^{[j-1]}\right)+\vec{u}_{n}+K_{m} f\left(\vec{\eta}^{[j-1]}\right)-\vec{\eta}^{[j-1]} \\
= & \widetilde{K}_{m} f\left(\vec{\eta}^{[j]}\right)-\widetilde{K}_{m} f\left(\vec{\eta}^{[j-1]}\right)+\vec{Y}_{m}-K_{m} f\left(\vec{Y}_{m}\right) \\
& +K_{m} f\left(\vec{\eta}^{[j-1]}\right)-\vec{\eta}^{[j-1]}, \tag{2.20}
\end{align*}
$$

where in the last step we have used (2.14). Using the above result gives

$$
\begin{align*}
\vec{\eta}^{[j]}= & \vec{\eta}^{[j-1]}+\vec{\delta}^{[j-1]} \\
= & \widetilde{K}_{m} f\left(\vec{\eta}^{[j]}\right)-\widetilde{K}_{m} f\left(\vec{\eta}^{[j-1]}\right)+\vec{Y}_{m}-K_{m} f\left(\vec{Y}_{m}\right) \\
& +K_{m} f\left(\vec{\eta}^{[j-1]}\right) . \tag{2.21}
\end{align*}
$$

Consequently, we have

$$
\begin{equation*}
\vec{Y}_{m}-\vec{\eta}^{[j]}=\widetilde{K}_{m} f\left(\vec{\eta}^{[j-1]}\right)-\widetilde{K}_{m} f\left(\vec{\eta}^{[j]}\right)+K_{m} f\left(\vec{Y}_{m}\right)-K_{m} f\left(\vec{\eta}^{[j-1]}\right) . \tag{2.22}
\end{equation*}
$$

This, together with (2.13) and (2.18), yield

$$
\begin{equation*}
\left\|\vec{Y}_{m}-\vec{\eta}^{[j]}\right\| \leq C h\left(\left\|\vec{\eta}^{[j-1]}-\vec{\eta}^{[j]}\right\|+\left\|\vec{Y}_{m}-\vec{\eta}^{[j-1]}\right\|\right) \tag{2.23}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\left\|\vec{Y}_{m}-\vec{\eta}^{[j]}\right\| \leq C h\left(\left\|\vec{Y}_{m}-\vec{\eta}^{[j]}\right\|+\left\|\vec{Y}_{m}-\vec{\eta}^{[j-1]}\right\|\right) \tag{2.24}
\end{equation*}
$$

If $h$ is sufficiently small, the above result gives the following recurence formula

$$
\begin{equation*}
\left\|\vec{Y}_{m}-\vec{\eta}^{[j]}\right\| \leq C h\left\|\vec{Y}_{m}-\vec{\eta}^{[j-1]}\right\|, \tag{2.25}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\left\|\vec{Y}_{m}-\vec{\eta}^{[J]}\right\| \leq C h^{J}\left\|\vec{Y}_{m}-\vec{\eta}^{[0]}\right\| . \tag{2.26}
\end{equation*}
$$

Note that

$$
\begin{align*}
\left\|\vec{Y}_{m}-\vec{\eta}^{[0]}\right\| & \leq\left\|\vec{Y}_{m}-\vec{y}_{m}\right\|+\left\|\vec{\eta}^{[0]}-\vec{y}_{m}\right\|_{0, \infty} \\
& \leq C h^{m}\|y\|_{m+1}+C h^{k_{0}}\|y\|_{k_{0}+1} \tag{2.27}
\end{align*}
$$

where in the last step we have used (2.9). The desired estimate (2.19) follows from (2.9), (2.26) and (2.27).

### 2.3 Convergence enhancement on non-uniform nodes

Since the correction step in Algorithm 2.1 includes only one Picard integration, the accuracy can only be improved by one order after each correction step. It is also interresting to observe in $[6,7,8]$ that on non-uniform quadrature nodes even high order numerical methods are applied in Step 2(e) for solving the error equation only one order accuracy improvement can be obtained with each correction step. On the other hand, the classical deferred correction methods are based on the uniform distribution of grid points (see, e.g., [9, 10]), which is also a necessary condition for accuracy enhancement at the correction steps in the SDC methods (see, e.g., [3]).

In this subsection, we will modify the correction steps so that higher order enhancement can be obtained on non-uniform nodes. The key idea is to improve the regularity of the error function so that higher order numerical methods used in Step 2(e) can yield high accuracy. The key point is that the regularity of the error function can be improved by one order after each Picard integration even on the non-uniform quadrature nodes (see [11]).

Algorithm 2.2. (Modified SDC method):
Same as Algorithm 2.1, except that before doing the step 2(a) compute an improved $\vec{\eta}^{[j-1]}$ :

$$
\begin{align*}
& \vec{\xi}^{[\mu]}=\vec{u}_{n}+K_{m} f\left(\vec{\xi}^{[\mu-1]}\right), \quad \mu=1, \cdots, k-1,  \tag{2.28}\\
& \vec{\xi}^{[0]}=\vec{\eta}^{[j-1]} . \tag{2.29}
\end{align*}
$$

After the above $k-1$ iterations, let $\vec{\eta}^{[j-1]}=\vec{\xi}^{[k-1]}$.
Note in the above modified algorithm, the number of iteration cycles in (2.28) is $k-1$, while the order of numerical methods used to approximate the error equations in Step 2(e) is $k$, see Algorithm 2.1. The reason for doing this will be seen in the proof of the following theorem.

Theorem 2.2. Assume the solution $y(t)$ of (2.1) is $(m+1)$-times continuously differentiable. Let $\vec{\eta}^{[J]}$ be computed in the Correction step of the SDC Algorithm 2.2. If the stepsize $h$ is sufficiently small, then the following error estimate holds

$$
\begin{equation*}
\left\|\vec{y}_{m}-\eta^{[J]}\right\| \leq C h^{J k+k_{0}}\|y\|_{k_{0}+1, \infty}+C h^{m}\|y\|_{m+1, \infty} \tag{2.30}
\end{equation*}
$$

where the constant $C$ is independent of $h, k_{0}$ is the order of convergence for numerical schemes used in the Prediction step, $J$ is the number of Correction cycles in Algorithm 2.1, and $k$ is the number occur in (2.28) and in Step 2(d) of Algorithm 2.1. Furthermore, if the m-quadrature points in (2.3) are chosen to be Legendre-Gauss points, then we have

$$
\begin{equation*}
\left\|\vec{y}_{m}-\eta^{[J]}\right\| \leq C h^{J k+k_{0}}\|y\|_{k_{0}+1, \infty}+C h^{2 m}\|y\|_{2 m+1, \infty} . \tag{2.31}
\end{equation*}
$$

Proof. Without lose of generality, we assume $k \geq 2$. It follows from (2.28) and (2.14) that

$$
\begin{equation*}
\vec{\xi}^{[\mu]}=\vec{Y}_{m}-K_{m} f\left(\vec{Y}_{m}\right)+K_{m} f\left(\vec{\xi}^{[\mu-1]}\right) \tag{2.32}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\left\|\vec{\xi}^{[\mu]}-\vec{Y}_{m}\right\| \leq C h\left\|\vec{\xi}^{[\mu-1]}-\vec{Y}_{m}\right\|, \tag{2.33}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\left\|\vec{\xi}^{[k-1]}-\vec{Y}_{m}\right\| \leq C h^{k-1}\left\|\vec{\xi}^{[0]}-\vec{Y}_{m}\right\|=C h^{k-1}\left\|\vec{\eta}^{[j-1]}-\vec{Y}_{m}\right\| \tag{2.34}
\end{equation*}
$$

Note this $\vec{\xi}^{[k-1]}$ is a modification of the previous $\vec{\eta}^{[j-1]}$; this new $\vec{\xi}^{[k-1]}$ will be used in Steps 2(a)-2(e). Hence combining (2.34) and (2.25) gives

$$
\left\|\vec{Y}_{m}-\vec{\eta}^{[j]}\right\| \leq C h^{k}\left\|\vec{\xi}^{[0]}-\vec{Y}_{m}\right\|
$$

which together with (2.29) yields

$$
\begin{equation*}
\left\|\vec{Y}_{m}-\vec{\eta}^{[j]}\right\| \leq C h^{k}\left\|\vec{\eta}^{[j-1]}-\vec{Y}_{m}\right\| \tag{2.35}
\end{equation*}
$$

Consequently, we have

$$
\begin{equation*}
\left\|\vec{Y}_{m}-\vec{\eta}^{[J]}\right\| \leq C h^{J k}\left\|\vec{Y}_{m}-\vec{\eta}^{[0]}\right\| . \tag{2.36}
\end{equation*}
$$

The remaining proof for (2.30) is the same as that in Theorem 2.1. The result of (2.31) follows directly from (2.27) and the property of the Legendre-Gauss points.

## 3 Numerical experiments

In this section, we use some numerical examples to illustrate the order of accuracy for SDC methods with different distribution of quadrature nodes. Consider the initial value problem:

$$
\begin{align*}
& y^{\prime}=y+\cos (t+1) e^{t+1}, \quad t \in(-1,1]  \tag{3.1}\\
& y(-1)=1 \tag{3.2}
\end{align*}
$$

The exact solution is $y(t)=(1+\sin (t+1)) e^{t+1}$. In this section, the "steps" in each result table means that the time step size is $\frac{1}{\text { steps }}$ (c.f. [2]).

Table 1: Errors and convergence rates for the SDC method on 7 uniform quadrature nodes. RK2 is used for prediction and correction ( $k_{0}=k=2$ ).

| steps | 5 | 10 | 15 | 20 |
| :---: | :---: | :---: | :---: | :---: |
| 1 RK2 $(J=0)$ | $1.64 \mathrm{E}-02$ | $4.17 \mathrm{E}-03$ | $1.87 \mathrm{E}-03$ | $1.05 \mathrm{E}-03$ |
| order | - | 1.97 | 1.98 | 1.99 |
| 2 RK2 $(J=1)$ | $1.39 \mathrm{E}-05$ | $8.23 \mathrm{E}-07$ | $1.60 \mathrm{E}-07$ | $5.00 \mathrm{E}-08$ |
| order | - | 4.08 | 4.05 | 4.03 |
| 3 RK2 $(J=2)$ | $1.33 \mathrm{E}-08$ | $1.87 \mathrm{E}-10$ | $1.58 \mathrm{E}-11$ | $2.74 \mathrm{E}-12$ |
| order | - | 6.15 | 6.10 | 6.07 |

### 3.1 Accuracy vs nodes distributions

We first check the accuracy improvement for the SDC methods with high-order correction steps. Here, we solve (3.1)-(3.2) with a RK2 prediction and correction steps on seven uniformly distributed quadrature nodes. The corresponding results are shown in Table 1. As in [2] and [5], each RK2 correction step can increase two orders of accuracy. This is slightly better than the theoretical results in Theorem 2.1, i.e., one extra order is gained in each correction step. This 'superconvergence' behavior is related with the use of the uniform nodes, which is quite typical for the prediction-correction type methods.

Table 2: Errors and convergence orders for the SDC method on 9 non-uniform quadrature nodes of the form (3.3). RK2 is used for prediction and correction ( $k_{0}=k=2$ ).

| steps | 5 | 10 | 15 | 20 |
| :---: | :---: | :---: | :---: | :---: |
| 1 RK2 $(J=0)$ | $1.52 \mathrm{E}-02$ | $4.02 \mathrm{E}-03$ | $1.82 \mathrm{E}-03$ | $1.03 \mathrm{E}-03$ |
| order | - | 1.92 | 1.95 | 1.97 |
| 2 RK2 $(J=1)$ | $2.76 \mathrm{E}-05$ | $2.73 \mathrm{E}-06$ | $7.36 \mathrm{E}-07$ | $2.95 \mathrm{E}-07$ |
| order | - | 3.33 | 3.23 | 3.18 |
| 3 RK2 $(J=2)$ | $6.35 \mathrm{E}-08$ | $2.30 \mathrm{E}-09$ | $3.56 \mathrm{E}-10$ | $9.80 \mathrm{E}-11$ |
| order | - | 4.79 | 4.60 | 4.49 |

To show the result of Theorem 2.1 is sharp, we apply the SDC methods on nonuniform quadrature nodes. We first consider quadrature nodes with linearly increasing spacing. More precisely, 9 points (i.e., $m=9$ ) in each interval satisfying

$$
\begin{equation*}
t_{n, i}-t_{n, i-1}=i \bar{h}, \quad \bar{h}=\frac{2 h}{m(m+1)}, \quad i=1, \cdots, m \tag{3.3}
\end{equation*}
$$

are used, where $h=t_{n+1}-t_{n}$ denotes the interval size, $t_{n, 0}=t_{n}$ and $t_{n, m}=t_{n+1}$. RK2 is then applied in the prediction and correction steps. The results are shown
in Table 2, which indicates that the convergence order can be improved by only one after each correction step. In other words, convergence order improvement is decreased due to the use of non-uniform quadrature nodes.

To see the difference of the modified SDC method, Algorithm 2.2 is employed to solve (3.1)-(3.2) using the non-uniform nodes with RK2 in the prediction and correction steps. Tables 3 and 4 give the numerical results obtained by using the non-uniform grid (3.3) and 9 Chebyshev-Lobatto quadrature nodes, respectively, where the rate of convergence predicted by Theorem 2.2, i.e., $k_{0}+J k$ is confirmed.

Finally, to verify (2.31), we use 4 Legendre-Gauss quadrature nodes with RK2 in the prediction and correction steps. Table 5 gives the numerical results, which confirm that convergence order of 8 can be arrived after 3 correction steps, and $m=4$ is sufficient to balance $k_{0}+J k=8$ and $2 m=8$ in (2.31).

### 3.2 Accuracy vs integrators

We consider the IVP

$$
\begin{align*}
& y^{\prime}=-2 \pi \sin (2 \pi t)-2(y-\cos (2 \pi t)), \quad t \in(0,20]  \tag{3.4}\\
& y(0)=1 \tag{3.5}
\end{align*}
$$

which has the exact solution $y=\cos (2 \pi t)$. This test example was used in [2].
We solve (3.4)-(3.5) using Algorithm 2.2 with 8 Chebyshev-Lobatto nodes and various integrators. Specifically, given the number of intervals $N$, the SDC method is carried out in each interval $\left[t_{i-1}, t_{i}\right]$ (with $t_{i}-t_{i-1}=20 / N, i=1,2, \cdots, N$ ) with 5 Legendre-Gauss nodes. Let SDC-FE denote the SDC method with the forward Euler integrator as the predictor and corrector. SDC-RK2 and SDC-RK4 are defined similarly.

It is observed from Table 6 that the numerical errors obtained by using only 5 Legendre-Gauss quadrature nodes in Algorithm 2.2 are consistently one order of magnitude smaller than those obtained by using 8 uniform quadrature nodes in the SDC method in [2]. Moreover, after comparing the results with [2], we also find that the errors associated with the Legendre-Gauss quadrature nodes are smaller than those obtained by using the uniform quadrature nodes. The corresponding efficiency comparison is demonstrated in Figure 1, which shows that the modified SDC method on the Legendre-Gauss nodes has better efficiency and the use of the specific non-uniform meshes can enhance accuracy.

A final efficiency comparison will be made by considering error against the numbers of function evaluations. Here function evaluation means the computation of function $f$ in (2.1). The performance of the uniformly distributed nodes and the Legendre-Gauss quadrature nodes is compared in Figure 3.2. It is observed from

Table 3: Same as Table 2, except using Algorithm $2.2\left(k_{0}=k=2\right)$.

| steps | 5 | 10 | 15 | 20 |
| :---: | :---: | :---: | :---: | :---: |
| 1 RK2 $(J=0)$ | $1.52 \mathrm{E}-02$ | $4.02 \mathrm{E}-03$ | $1.82 \mathrm{E}-03$ | $1.03 \mathrm{E}-03$ |
| order | - | 1.92 | 1.96 | 1.97 |
| 2 RK2 $(J=1)$ | $5.42 \mathrm{E}-06$ | $3.02 \mathrm{E}-07$ | $5.70 \mathrm{E}-08$ | $1.76 \mathrm{E}-08$ |
| order | - | 4.17 | 4.11 | 4.08 |
| 3 RK2 $(J=2)$ | $1.90 \mathrm{E}-09$ | $2.37 \mathrm{E}-11$ | $1.99 \mathrm{E}-12$ | $2.17 \mathrm{E}-13$ |
| order | - | 6.33 | 6.11 | 7.70 |

Table 4: Same as Table 2, except using Algorithm 2.2 on 9 Chebyshev-Lobatto nodes ( $k_{0}=k=2$ ).

| steps | 5 | 10 | 15 | 20 |
| :---: | :---: | :---: | :---: | :---: |
| 1 RK2 $(J=0)$ | $1.48 \mathrm{E}-02$ | $3.79 \mathrm{E}-03$ | $1.69 \mathrm{E}-03$ | $9.56 \mathrm{E}-04$ |
| order | - | 1.97 | 1.98 | 1.99 |
| 2 RK2 $(J=1)$ | $4.73 \mathrm{E}-06$ | $2.47 \mathrm{E}-07$ | $4.56 \mathrm{E}-08$ | $1.39 \mathrm{E}-08$ |
| order | - | 4.26 | 4.17 | 4.13 |
| 3 RK2 $(J=2)$ | $1.44 \mathrm{E}-09$ | $1.64 \mathrm{E}-11$ | $1.27 \mathrm{E}-12$ | $2.11 \mathrm{E}-13$ |
| order | - | 6.46 | 6.31 | 6.24 |

Table 5: Same as Table 3, except on 4 Legendre-Gauss quadrature nodes ( $k_{0}=$ $k=2$ ) 。

| steps | 5 | 10 | 15 | 20 |
| :---: | :---: | :---: | :---: | :---: |
| 1 RK2 $(J=0)$ | $4.30 \mathrm{E}-02$ | $1.11 \mathrm{E}-02$ | $5.01 \mathrm{E}-03$ | $2.84 \mathrm{E}-03$ |
| order | - | 1.95 | 1.97 | 1.98 |
| 2 RK2 $(J=1)$ | $3.69 \mathrm{E}-05$ | $2.93 \mathrm{E}-06$ | $6.23 \mathrm{E}-07$ | $2.04 \mathrm{E}-07$ |
| order | - | 3.65 | 3.82 | 3.88 |
| 3 RK2 $(J=2)$ | $3.34 \mathrm{E}-08$ | $8.41 \mathrm{E}-10$ | $8.43 \mathrm{E}-11$ | $1.60 \mathrm{E}-11$ |
| order | - | 5.31 | 5.67 | 5.78 |
| 4 RK2 $(J=3)$ | $1.25 \mathrm{E}-09$ | $4.95 \mathrm{E}-12$ | $1.87 \mathrm{E}-13$ | $1.95 \mathrm{E}-14$ |
| order | - | 7.98 | 8.09 | 7.84 |

Figure 3.2 that the modified SDC method with special non-uniform nodes can gain better efficiency than the original SDC method given in $[2,4]$.

## 4 Concluding remarks

To conclude this paper, we first comment the stability impact of Algorithms 2.1 and 2.2. Consider

$$
\left\{\begin{array}{l}
y^{\prime}(t)=\lambda y(t)  \tag{4.1}\\
y(0)=1
\end{array}\right.
$$

Table 6: Numerical accuracy for (3.4)-(3.5) at $T=20$ obtained by using Algorithm 2.2 and 5 Legendre-Gauss quadrature nodes; the corresponding results in brackets are obtained in [2] using 8 uniformly distributed quadrature nodes. Here ' $n f v$ ' stands for number of function evaluations of Algorithm 2.2.

| - | SDC-FE |  | SDC-RK2 |  | SDC-RK4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left(k_{0}=k=1, J=7\right)$ |  | $\left(k_{0}=k=2, J=3\right)$ | $\left(k_{0}=k=4, J=1\right)$ |  |  |
| steps(N) | error | $\begin{array}{c}\text { order } \\ \text { nfv }\end{array}$ | error | order |  |  |
|  |  |  | error | order |  |  |
| nfv |  |  |  |  |  |  |$)$



Figure 1: Efficiency comparison for (3.4)-(3.5) using the modified SDC method with 5 Legendre-Gauss quadrature nodes and the SDC method in [2] with 8 uniform nodes. Here function evaluations for the modified SDC method (Algorithm 2.2) include those for the original SDC and the additional ones for evaluating (2.28).


Figure 2: Efficiency comparison between the modified SDC method on 5 Legendre-Gauss quadrature nodes and the original SDC method in [2] on 8 uniform nodes. In both cases, $k_{0}=k=4$ and $J=1$. Here function evaluations for the modified SDC method (Algorithm 2.2) include those for the original SDC and the additional ones for evaluating (2.28).
the amplification factor for a numerical method, $\operatorname{Am}(\lambda)$, can be interpreted as the numerical solution after one time step of size 1 . The stability region $S$ for a numerical method is the subset of the complex plane $\mathbb{C}$, consisting of all $\lambda$ such that $\operatorname{Am}(\lambda) \leq 1$, i.e.,

$$
\begin{equation*}
S=\{\lambda: A m(\lambda) \leq 1\} \tag{4.2}
\end{equation*}
$$

In Figure 3(a), we plot the stability regions for the modified SDC methods using 8 Chebyshev-Lobatto quadrature nodes with FE, RK2 and RK4 in the prediction and correction steps. It is observed that the stability regions increase in size as higherorder numerical integrators are employed. A similar observation is made in Figure 3(b) when 12 Chebyshev-Lobatto quadrature nodes are used. In this case, we find an interesting phenomena that the stability region for SDC-RK3 is not contained in that of SDC-RK4.

It is pointed out that the main contribution of this article is to provide a convergence analysis for the SDC methods based on the integral operators. The convergence enhancement for general quadrature nodes is also based on the convergence analysis, in particular by obtaining the estimate (2.26). Our method is different from the one in [2] which uses the concept of smoothness of the rescaled error vector and the one in [5] which is based on the classical Stetter-Lindberg-Skeel framework and Spijker-type norms.


Figure 3: Stability regions for SDC methods with (a): 8 and (b): 12 Chebyshev-Lobatto quadrature nodes. In (a), more loops are used for lower order integrators so that all methods have the same convergence order 8. In (b), more loops are used for lower order integrators so that all methods have the same convergence order 12 .
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