RECENT PROGRESS IN COMPUTATIONAL AND APPLIED PDES

# RECENT PROGRESS IN COMPUTATIONAL AND APPLIED PDES <br> Conference Proceedings for the International Conference <br> held in Zhangjiajie in July 2001 

Edited by<br>TONY F. CHAN<br>UCLA, USA<br>YUNQING HUANG<br>Xiang Tan University, China<br>TAO TANG<br>Hong Kong Baptist University<br>JINCHAO XU<br>Penn State University, USA<br>LONG-AN YING<br>Peking University, China

## Contents

Preface ..... ix
List of participants ..... xi
Shift Theorems for the Biharmonic Dirichlet Problem ..... 1
Constantin Bacuta, James H. Bramble, Joseph E. Pasciak
Numerical Methods for Schrödinger Equations ..... 27
Weizhu Bao, Shi Jin, Peter A. Markowich
Inverse Doping Problems for Semiconductor Devices ..... 39
Martin Burger, Heinz W. Engl, Peter A. Markowich
Superconductivity Analogies, Ferroelectricity and Flow Defects in Liquid Crystals ..... 55
M. Carme Calderer
Bayesian Inpainting Based on Geometric Image Models ..... 73
Tony F. Chan, Jianhong Shen
A Combination of Algebraic Multigrid Algorithms with the Conjugate Gradient Technique ..... 101 Qianshun Chang and Zhaohui Huang
Basic Structures of Superconvergence in Finite Element Analysis ..... 113 Chuanmiao Chen
A Posteriori Error Estimates for Mixed Finite Elements of a Quadratic Control Problem ..... 123 Yanping Chen, Wenbin Liu
Superconvergence of Least-Squares Mixed Finite Element Approximations overQuadrilaterals135
Yanping Chen, Manping Zhang
A Posteriori Error Analysis and Adaptive Methods for Parabolic Problems ..... 145
Zhiming Chen
Numerical Computation of Quantized Vortices in the Bose-Einstein Condensate ..... 157
Qiang Du
An Optimization Algorithm for the Meteorological Data Assimilation Problem ..... 171
Eva Eggeling, Shlomo Ta’asan
Analytic Aspects of Yang-Mills Fields ..... 183
Gang Tian
The Shape Optimization of Axisymmetric Structures Based on Fictitious Loads Variable ..... 195
Shuguang Gong, Yunqing Huang, Guilan Xie, Bo Hong
A New Kind of Preconditioner for Interface Equations of Mortar Multipliers on Subspaces ..... 205
Qiya Hu
An Optimal Error Estimate for an h-p Clouds Galerkin Method ..... 217
Jun Hu, Yunqing Huang, Weimin Xue
Some Problems in Large Scale Non-Hermitian Matrix Computations ..... 231
Zhongxiao Jia
Global Propagation of Regular Nonlinear Hyperbolic Waves ..... 243
Tatsien Li
Numerical Simulation of 3D Shallow Water Waves on Sloping Beach ..... 259
Tiejun Li, Pingwen Zhang
High Performance Finite Element Methods ..... 269
Qun Lin
Algebraic Multigrid Method On Lattice Block Materials ..... 289
Shi Shu, Jinchao Xu, Yingxiong Xiao, Ludmil Zikatanov
On the Existence of Symmetric Three Dimensional Finger Solutions ..... 309
Jianzhong Su and Bao Loc Tran
A Combined Mixed Finite Element and Discontinuous Galerkin Method for Mis- cible Displacement Problem in Porous Media ..... 321
Shuyu Sun, Béatrice Rivière and Mary F. Wheeler
Numerical Simulation and Coarse-Graining of Large Particle Systems ..... 349
Shlomo Ta'asan
Modeling and Simulations for Electrochemical Power Systems ..... 361
Jinbiao Wu, Jinchao Xu
On the Error Estimates of the Fully Discrete Nonlinear Galerkin Method withVariable Modes to Kuramoto-Sivashinsky Equation379
Contents ..... vii
Wu Yu-jiang, Yang Zhong-hua
A Perturbed Density-Dependent Navier-Stokes Equation ..... 395
Yuelong Xiao
A Cascadic Multigrid Method for Solving Obstacle Problems ..... 407
J. P. Zeng, S. Z. Zhou, J. T. Ma
The Fundamental Equation of Two-Dimensional Layer Flows of the Melt Feedstock in the Powder Injection Molding Process ..... 417
Zhoushun Zheng, Xuanhui Qu
Index ..... 425

## Preface

The International Symposium on Computational \& Applied PDEs was held at Zhangjiajie National Park of China from July 1-7, 2001. The main goal of this conference is to bring together computational, applied and pure mathematicians on different aspects of partial differential equations to exchange ideas and to promote collaboration. Indeed, it attracted a number of leading scientists in computational PDEs including Doug Arnold (Minnesota), Jim Bramble (Texas A \& M), Achi Brandt (Weizmann), Franco Brezzi (Pavia), Tony Chan (UCLA), Shiyi Chen (John Hopkins), Qun Lin (Chinese Academy of Sciences), Mitch Luskin (Minnesota), Tom Manteuffel (Colorado), Peter Markowich (Vienna), Mary Wheeler (Texas Austin) and Jinchao Xu (Penn State); in applied and theoretical PDEs including Weinan E (Princeton), Shi Jin (Wisconsin), Daqian Li (Fudan) and Gang Tian (MIT). It also drew an international audience of size 100 from Austria, China, Germany, Hong Kong, Iseael, Italy, Singapore and the United States.

The conference was organized by Yunqing Huang of Xiangtan University, Jinchao Xu of Penn State University, and Tony Chan of UCLA through ICAM (Institute for Computational and Applied Mathematics) of Xiangtan university which was founded in January 1997 and directed by Jinchao Xu. The scientific committee of this conference consisted of Randy Bank of UCSD, Tony Chan of UCLA, K. C. Chang and Long-an Ying of Peking University, Qun Lin, ZhongCi Shi and Yaxiang Yuan of Chinese Academy of Sciences, Gang Tian of MIT, Mary Wheeler of UT Austin, Jinchao Xu of Penn State, and Yulin Zhou of Institute for Applied Physics and Computational Mathematics, Beijing.

The one-week conference featured 20 invited speakers, each of whom gave $45-$ minutes lectures, and about 40 other speakers. All invited talks were of high quality, covering several aspects of modern computational and theoretical partial differential equations. The conference site Zhangjiajie is the top one or two national park in China. It is located in Hunan Province. Participants visiting Zhangjiajie the first time were impressed by the beautiful view of the
mountain, lake and canions. More details on the conference can be found in http://www.math.psu.edu/ccma/pde2001.

We would like to thank Professor Shucheng Li, Preseident of Xiangtan University, for his support and also for his participating the openning ceremony. Thanks also go to Professor Jiping Zhang, Dean of School of Mathematical Sciences at Peking University for his kind support to this conference. Moreover, the conference received considerable financial supports. The main grants were provided by the Institute for Computational and Applied Mathematics of Xiangtan University, School of Mathematical Sciences of Peking University, the Center for Computational Mathematics and Applications of Penn State University, the Science and Technology Department of Hunan Province, the National Science Foundation of China, and the State Key Basic Research Project "Large Scale Scientific Computing Research". We are grateful to all sponsors for their generous support.

These conference proceedings were refereed. We would like to thank all referees for their support. The performance of the meeting depended very much on many helpers, including Susan He, Xu Chen, Zhongbo Chen, Jianmei Yuan and Qishen Xiao of Xiangtan University and Rosemary Manning of Penn State University. We appreciate their assistance in making the conference organization a success. Finally, we thank Tammy Lam and Amy Lee of Hong Kong Baptist University for the considerable work they put into producing the final layout of this proceedings.
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Y.-Q. Huang, XTU
T. Tang, HKBU
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#### Abstract

We consider the biharmonic Dirichlet problem on a polygonal domain. Regularity estimates in terms of Sobolev norms of fractional order are proved. The analysis is based on new interpolation results which generalizes Kellogg's method for solving subspace interpolation problems. The Fourier transform and the construction of extension operators to Sobolev spaces on $R^{2}$ are used in the proof of the interpolation theorem


## 1. Introduction

Regularity estimates of the solutions of elliptic boundary value problems in terms of Sobolev-fractional norms are known as shift theorems or shift estimates. The shift estimates are significant in finite element theory.

The shift estimates for the Laplace operator with Dirichlet boundary conditions on nonsmooth domains are studied in [2], [12], [14] and [18]. On the question of shift theorems for the biharmonic problem on nonsmooth domains, there seems to be no work answering this question.

[^0]One way of proving shift results is by using the real method of interpolation of Lions and Peetre [3], [15] and [16]. The interpolation problems we are led to are of the following type. If $X$ and $Y$ are Sobolev spaces of integer order and $X_{K}$ is a subspace of finite codimension of $X$ then characterize the interpolation spaces between $X_{K}$ and $Y$.

When $X_{K}$ is of codimension one the problem was studied by Kellogg in some particular cases in [12]. The interpolation results presented in Section 2 give a natural formula connecting the norms on the intermediate subspaces $\left[X_{K}, Y\right]_{s}$ and $[X, Y]_{s}$. The main result of Section 2 is a theorem which provides sufficient conditions to compare the topologies on $\left[X_{K}, Y\right]_{s}$ and $[X, Y]_{s}$ and gives rise to an extension of Kellogg's method in proving shift estimates for more complicated boundary value problems.

In proving shift estimates for the biharmonic problem, we will follow Kellogg's approach in solving subspace interpolation problems on sector domains. The method involves reduction of the problem to subspace interpolation on Sobolev spaces defined on all of $R^{2}$. This reduction requires construction of "extension" and "restriction" operators connecting Sobolev spaces defined on sectors and Sobolev spaces defined on $R^{2}$. The method involves also finding the asymptotic expansion of the Fourier transform of certain singular functions. The remaining part of the paper is organized as follows. In Section 2 we prove a natural formula connecting the norms on the intermediate subspaces $\left[X_{K}, Y\right]_{s}$ and $[X, Y]_{s}$. The main result of the section is a theorem which provides sufficient conditions (the (A1) and (A2) conditions) to compare the topologies on $\left[X_{K}, Y\right]_{s}$ and $[X, Y]_{s}$. A new proof of the main subspace interpolation result presented in [12] and an extension to subspace interpolation of codimension greater than one are given in Section 3. The main result concerning shift estimates for the biharmonic Dirichlet problem is considered in Section 4.

## 2. Interpolation results

In this section we give some basic definitions and results concerning interpolation between Hilbert spaces and subspaces using the real method of interpolation of Lions and Peetre (see [15]).

### 2.1 Interpolation between Hilbert spaces

Let $X, Y$ be separable Hilbert spaces with inner products $(\cdot, \cdot)_{X}$ and $(\cdot, \cdot)_{Y}$, respectively, and satisfying for some positive constant $c$,

$$
\left\{\begin{array}{l}
X \text { is a dense subset of } \mathrm{Y} \text { and }  \tag{2.1}\\
\|u\|_{Y} \leq c\|u\|_{X} \quad \text { for all } u \in X
\end{array}\right.
$$

where $\|u\|_{X}^{2}=(u, u)_{X}$ and $\|u\|_{Y}^{2}=(u, u)_{Y}$.

Let $D(S)$ denote the subset of $X$ consisting of all elements $u$ such that the antilinear form

$$
\begin{equation*}
v \rightarrow(u, v)_{X}, v \in X \tag{2.2}
\end{equation*}
$$

is continuous in the topology induced by $Y$. For any $u$ in $D(S)$ the antilinear form (2.2) can be extended to a continuous antilinear form on $Y$. Then by Riesz representation theorem, there exists an element $S u$ in $Y$ such that

$$
\begin{equation*}
(u, v)_{X}=(S u, v)_{Y} \quad \text { for all } v \in X \tag{2.3}
\end{equation*}
$$

In this way $S$ is a well defined operator in $Y$, with domain $D(S)$. The next result illustrates the properties of $S$.

Proposition 2.1. The domain $D(S)$ of the operator $S$ is dense in $X$ and consequently $D(S)$ is dense in $Y$. The operator $S: D(S) \subset Y \rightarrow Y$ is a bijective, self-adjoint and positive definite operator. The inverse operator $S^{-1}: Y \rightarrow D(S) \subset Y$ is a bounded symmetric positive definite operator and

$$
\begin{equation*}
\left(S^{-1} z, u\right)_{X}=(z, u)_{Y} \quad \text { for all } z \in Y, u \in X \tag{2.4}
\end{equation*}
$$

If in addition $X$ is compactly embedded in $Y$, then $S^{-1}$ is a compact operator.
The interpolating space $[X, Y]_{s}$ for $s \in(0,1)$ is defined using the $K$ function, where for $u \in Y$ and $t>0$,

$$
K(t, u):=\inf _{u_{0} \in X}\left(\left\|u_{0}\right\|_{X}^{2}+t^{2}\left\|u-u_{0}\right\|_{Y}^{2}\right)^{1 / 2}
$$

Then $[X, Y]_{s}$ consists of all $u \in Y$ such that

$$
\int_{0}^{\infty} t^{-(2 s+1)} K(t, u)^{2} d t<\infty
$$

The norm on $[X, Y]_{s}$ is defined by

$$
\|u\|_{[X, Y]_{s}}^{2}:=\mathbf{c}_{s}^{2} \int_{0}^{\infty} t^{-(2 s+1)} K(t, u)^{2} d t
$$

where

$$
\mathbf{c}_{s}:=\left(\int_{0}^{\infty} \frac{t^{1-2 s}}{t^{2}+1} d t\right)^{-1 / 2}=\sqrt{\frac{2}{\pi} \sin (\pi s)}
$$

By definition we take

$$
[X, Y]_{0}:=X \text { and }[X, Y]_{1}:=Y
$$

The next lemma provides the relation between $K(t, u)$ and the connecting operator $S$.

Lemma 2.1. For all $u \in Y$ and $t>0$,

$$
K(t, u)^{2}=t^{2}\left(\left(I+t^{2} S^{-1}\right)^{-1} u, u\right)_{Y}
$$

Proof. Using the density of $D(S)$ in $X$, we have

$$
K(t, u)^{2}=\inf _{u_{0} \in D(S)}\left(\left\|u_{0}\right\|_{X}^{2}+t^{2}\left\|u-u_{0}\right\|_{Y}^{2}\right)
$$

Let $v=S u_{0}$. Then

$$
\begin{equation*}
K(t, u)^{2}=\inf _{v \in Y}\left(\left(S^{-1} v, v\right)_{Y}+t^{2}\left\|u-S^{-1} v\right\|_{Y}^{2}\right) \tag{2.5}
\end{equation*}
$$

Solving the minimization problem (2.5) we obtain that the element $v$ which gives the optimum satisfies

$$
\left(I+t^{2} S^{-1}\right) v=t^{2} u
$$

and

$$
\left(S^{-1} v, v\right)_{Y}+t^{2}\left\|u-S^{-1} v\right\|_{Y}^{2}=t^{2}\left(\left(I+t^{2} S^{-1}\right)^{-1} u, u\right)_{Y}
$$

Remark 2.1. Lemma 2.1 gives another expression for the norm on $[X, Y]_{s}$, namely:

$$
\begin{equation*}
\|u\|_{[X, Y]_{s}}^{2}:=\mathbf{c}_{s}^{2} \int_{0}^{\infty} t^{-2 s+1}\left(\left(I+t^{2} S^{-1}\right)^{-1} u, u\right)_{Y} d t \tag{2.6}
\end{equation*}
$$

In addition, by this new expression for the norm (see Definition 2.1 and Theorem 15.1 in [15]), it follows that the intermediate space $[X, Y]_{s}$ coincides topologically with the domain of the unbounded operator $S^{1 / 2(1-s)}$ equipped with the norm of the graph of the same operator. As a consequence we have that $X$ is dense in $[X, Y]_{s}$ for any $s \in[0,1]$.
Lemma 2.2. Let $X_{0}$, be a closed subspace of $X$ and let $Y_{0}$, be a closed subspace of $Y$. Let $X_{0}$ and $Y_{0}$ be equipped with the topology and the geometry induced by $X$ and $Y$ respectively, and assume that the pair $\left(X_{0}, Y_{0}\right)$ satisfies (2.1). Then, for $s \in[0,1]$,

$$
\left[X_{0}, Y_{0}\right]_{s} \subset[X, Y]_{s} \cap Y_{0}
$$

Proof. For any $u \in Y_{0}$ we have

$$
K(t, u, X, Y) \leq K\left(t, u, X_{0}, Y_{0}\right)
$$

Thus,

$$
\begin{equation*}
\left\|u_{[X, Y]_{s}}\right\| \leq\left\|u_{\left[X_{0}, Y_{0}\right]_{s}}\right\| \quad \text { for all } u \in\left[X_{0}, Y_{0}\right]_{s}, \quad s \in[0,1] \tag{2.7}
\end{equation*}
$$

which proves the lemma.

### 2.2 Interpolation between subspaces of a Hilbert space

Let $\mathcal{K}=\operatorname{span}\left\{\varphi_{1}, \ldots, \varphi_{n}\right\}$ be a $n$-dimensional subspace of $X$ and let $X_{\mathcal{K}}$ be the orthogonal complement of $\mathcal{K}$ in $X$ in the $(\cdot, \cdot)_{X}$ inner product. We are interested in determining the interpolation spaces of $X_{\mathcal{K}}$ and $Y$, where on $X_{\mathcal{K}}$ we consider again the $(\cdot, \cdot)_{X}$ inner product. For certain spaces $X_{\mathcal{K}}$ and $Y$ and $n=1$, this problem was studied in [12]. To apply the interpolation results from the previous section we need to check that the density part of the condition (2.1) is satisfied for the pair $\left(X_{\mathcal{K}}, Y\right)$.

For $\varphi \in \mathcal{K}$, define the linear functional $\Lambda_{\varphi}: X \rightarrow C$, by

$$
\Lambda_{\varphi} u:=(u, \varphi)_{X}, u \in X
$$

Lemma 2.3. The space $X_{\mathcal{K}}$ is dense in $Y$ if and only if the following condition is satisfied:

$$
\left\{\begin{array}{c}
\Lambda_{\varphi} \text { is not bounded in the topology of } Y  \tag{2.8}\\
\quad \text { for all } \varphi \in \mathcal{K}, \varphi \neq 0 .
\end{array}\right.
$$

Proof. First let us assume that the condition (2.8) does not hold. Then for some $\varphi \in \mathcal{K}$ the functional $L_{\varphi}$ is a bounded functional in the topology induced by $Y$. Thus, the kernel of $L_{\varphi}$ is a closed subspace of $X$ in the topology induced by $Y$. Since $X_{\mathcal{K}}$ is contained in $\operatorname{Ker}\left(L_{\varphi}\right)$ it follows that

$$
{\overline{X_{\mathcal{K}}}}^{Y} \subset{\overline{\operatorname{Ker}\left(L_{\varphi}\right)}}^{Y}=\operatorname{Ker}\left(L_{\varphi}\right)
$$

Hence $X_{\mathcal{K}}$ fails to be dense in $Y$.
Conversely, assume that $X_{\mathcal{K}}$ is not dense in $Y$, then $Y_{0}={\overline{X_{\mathcal{K}}}}^{Y}$ is a proper closed subspace of $Y$. Let $y_{0} \in Y$ be in the orthogonal complement of $Y_{0}$, and define the linear functional $\Psi: Y \rightarrow C$, by

$$
\Psi u:=\left(u, y_{0}\right)_{Y}, u \in Y
$$

$\Psi$ is a continuous functional on $Y$. Let $\psi$ be the restriction of $\Psi$ to the space $X$. Then $\psi$ is a continuous functional on $X$. By Riesz Representation Theorem, there is $v_{0} \in X$ such that

$$
\begin{equation*}
\left(u, v_{0}\right)_{X}=\left(u, y_{0}\right)_{Y}, \quad \text { for all } u \in X \tag{2.9}
\end{equation*}
$$

Let $P_{\mathcal{K}}$ be the $X$ orthogonal projection onto $\mathcal{K}$ and take $u=\left(I-P_{\mathcal{K}}\right) v_{0}$ in (2.9). Since $\left(I-P_{\mathcal{K}}\right) v_{0} \in X_{\mathcal{K}}$ we have $\left(\left(I-P_{\mathcal{K}}\right) v_{0}, y_{0}\right)_{Y}=0$ and

$$
0=\left(\left(I-P_{\mathcal{K}}\right) v_{0}, v_{0}\right)_{X}=\left(\left(I-P_{\mathcal{K}}\right) v_{0},\left(I-P_{\mathcal{K}}\right) v_{0}\right)_{X}
$$

It follows that $v_{0}=P_{\mathcal{K}} v_{0} \in \mathcal{K}$ and, via (2.9), that $\psi=\Lambda_{v_{0}}$ is continuous in the topology of $Y$. This is exactly the opposite of (2.8) and the proof is completed.

Remark 2.2. The result still holds if we replace the finite dimensional subspace $\mathcal{K}$ with any closed subspace of $X$.

For the next part of this section we assume that the condition (2.8) holds. By the above Lemma, the condition (2.1) is satisfied. It follows from the previous section that the operator $S_{\mathcal{K}}: D\left(S_{\mathcal{K}}\right) \subset Y \rightarrow Y$ defined by

$$
\begin{equation*}
(u, v)_{X}=\left(S_{\mathcal{K}} u, v\right)_{Y} \quad \text { for all } v \in X_{\mathcal{K}} \tag{2.10}
\end{equation*}
$$

has the same properties as $S$ has. Consequently, the norm on the intermediate space $\left[X_{\mathcal{K}}, Y\right]_{s}$ is given by:

$$
\begin{equation*}
\|u\|_{\left[X_{\mathcal{K}}, Y\right]_{s}}^{2}:=\mathbf{c}_{s}^{2} \int_{0}^{\infty} t^{-2 s+1}\left(\left(I+t^{2} S_{\mathcal{K}}^{-1}\right)^{-1} u, u\right)_{Y} d t \tag{2.11}
\end{equation*}
$$

Let $[X, Y]_{s, \mathcal{K}}$ denote the closure of $X_{\mathcal{K}}$ in $[X, Y]_{s}$. Our aim in this section is to determine sufficient conditions for $\varphi_{i}$ 's such that

$$
\begin{equation*}
\left[X_{\mathcal{K}}, Y\right]_{s}=[X, Y]_{s, \mathcal{K}} \tag{2.12}
\end{equation*}
$$

First, we note that the operators $S_{\mathcal{K}}$ and $S$ are related by the following identity:

$$
\begin{equation*}
S_{\mathcal{K}}^{-1}=\left(I-Q_{\mathcal{K}}\right) S^{-1} \tag{2.13}
\end{equation*}
$$

where $Q_{\mathcal{K}}: X \rightarrow \mathcal{K}$ is the orthogonal projection onto $\mathcal{K}$. The proof of (2.13) follows easily from the definitions of the operators involved.

Next, (2.13) leads to a formula relating the norms on $\left[X_{\mathcal{K}}, Y\right]_{s}$ and $[X, Y]_{s}$. Before deriving this formula in Theorem 2.1, we introduce some notation. Let

$$
\begin{equation*}
(u, v)_{X, t}:=\left(\left(I+t^{2} S^{-1}\right)^{-1} u, v\right)_{X} \quad \text { for all } u, v \in X \tag{2.14}
\end{equation*}
$$

and denote by $M_{t}$ the Gram matrix associated with the set of vectors $\left\{\varphi_{1}, \ldots, \varphi_{n}\right\}$ in the $(\cdot, \cdot)_{X, t}$ inner product,i.e.,

$$
\left(M_{t}\right)_{i j}:=\left(\varphi_{j}, \varphi_{i}\right)_{X, t}, i, j \in\{1, \ldots, n\}
$$

We may assume, without loss, that $M_{0}$ is the identity matrix.
Theorem 2.1. Let $u$ be arbitrary in $X_{\mathcal{K}}$. Then,

$$
\begin{equation*}
\|u\|_{\left[X_{\mathcal{K}}, Y\right]_{s}}^{2}=\|u\|_{[X, Y]_{s}}^{2}+\mathbf{c}_{s}^{2} \int_{0}^{\infty} t^{-(2 s+1)}\left\langle M_{t}^{-1} d, d\right\rangle d t \tag{2.15}
\end{equation*}
$$

where $<\cdot, \cdot>$ is the inner product on $\mathbf{C}^{n}$ and $d$ is the n-dimensional vector in $\mathbf{C}^{n}$ whose components are

$$
d_{i}:=\left(u, \varphi_{i}\right)_{X, t}, i=1, \ldots, n
$$

The proof of the of the theorem can be found in [2].
For $n=1$, let $\mathcal{K}=\operatorname{span}\{\varphi\}$ and denote $X_{\mathcal{K}}$ by $X_{\varphi}$. Then, for $u \in X_{\varphi}$, the formula (2.15) becomes

$$
\begin{equation*}
\|u\|_{\left[X_{\varphi}, Y\right]_{s}}^{2}=\|u\|_{[X, Y]_{s}}^{2}+\mathbf{c}_{s}^{2} \int_{0}^{\infty} t^{-(2 s+1)} \frac{\left|(u, \varphi)_{X, t}\right|^{2}}{(\varphi, \varphi)_{X, t}} d t \tag{2.16}
\end{equation*}
$$

Next theorem gives sufficient conditions for (2.12) to be satisfied. Before we state the result we introduce the conditions:
(A.1) $\left[X_{\varphi_{i}}, Y\right]_{s}=[X, Y]_{s, \varphi_{i}}$ for $i=1, \ldots, n$.
(A.2) There exist $\delta>0$ and $\gamma>0$ such that

$$
\begin{aligned}
& \sum_{i=1}^{n}\left|\alpha_{i}\right|^{2}\left(\varphi_{i}, \varphi_{i}\right)_{X, t} \leq \gamma\left\langle M_{t} \alpha, \alpha\right\rangle \\
& \qquad \text { for all } \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{\mathbf{t}} \in \mathbf{C}^{\mathbf{n}}, \mathbf{t} \in(\delta, \infty)
\end{aligned}
$$

In [2] we give the following result:
Theorem 2.2. Assume that, for some $s \in(0,1)$, the conditions (A.1) and (A.2) hold. Then

$$
\left[X_{\mathcal{K}}, Y\right]_{s}=[X, Y]_{s, \mathcal{K}}
$$

For completness we include the proof.
Proof. Let $s$ be fixed in $(0,1)$. Since $X_{\mathcal{K}}$ is dense in both these spaces, in order to prove (2.12) it is enough to find, for a fixed $s$, positive constants $c_{1}$ and $c_{2}$ such that

$$
\begin{equation*}
c_{1}\|u\|_{[X, Y]_{s}} \leq\|u\|_{\left[X_{\mathcal{K}}, Y\right]_{s}} \leq c_{2}\|u\|_{[X, Y]_{s}} \quad \text { for all } u \in X_{\mathcal{K}} \tag{2.17}
\end{equation*}
$$

The function under the integral sign in (2.15) is nonnegative, so the lower inequality of (2.17) is satisfied with $c_{1}=1$. For the upper part, we notice that, for $u \in X_{\mathcal{K}}$ and $w_{\mathcal{K}}:=\left(I+t^{2} S_{\mathcal{K}}^{-1}\right)^{-1} u$

$$
\begin{aligned}
\left(w_{\mathcal{K}}, u\right)_{Y}=\left(\left(I+t^{2} S_{\mathcal{K}}^{-1}\right)^{-1} u, u\right)_{Y} & =(u, u)_{Y}-t^{2}\left(S_{\mathcal{K}}^{-1}\left(I+t^{2} S_{\mathcal{K}}^{-1}\right)^{-1} u, u\right)_{Y} \\
& \leq(u, u)_{Y} \leq c(s)\|u\|_{[X, Y]_{s}}^{2}
\end{aligned}
$$

It was proved in [2] (Theorem 2.1) that

$$
\begin{equation*}
\left(w_{\mathcal{K}}, u\right)_{Y}=(w, u)_{Y}+t^{-2}\left\langle M_{t}^{-1} d, d\right\rangle \tag{2.18}
\end{equation*}
$$

Then, using (2.11), (2.18) and the above estimate, we have that for any positive number $\delta$,

$$
\begin{aligned}
\|u\|_{\left[X_{\mathcal{K}}, Y\right]_{s}}^{2} & \leq c(\delta, s)\|u\|_{[X, Y]_{s}}^{2}+\int_{\delta}^{\infty} t^{-2 s+1}\left(w_{\mathcal{K}}, u\right)_{Y}^{2} d t \\
& \leq c(\delta, s)\|u\|_{[X, Y]_{s}}^{2}+\int_{\delta}^{\infty} t^{-2 s+1}(w, u)_{Y}^{2} d t \\
& +\int_{\delta}^{\infty} t^{-2 s+1}\left\langle M_{t}^{-1} d, d\right\rangle d t
\end{aligned}
$$

Hence the upper inequality of (2.17) is satisfied if one can find a positive $\delta$ and $c=c(\delta)$ such that

$$
\begin{equation*}
\int_{\delta}^{\infty} t^{-2 s+1}\left\langle M_{t}^{-1} d, d\right\rangle d t \leq c\|u\|_{[X, Y]_{s}}^{2} \quad \text { for all } u \in X_{\mathcal{K}} \tag{2.19}
\end{equation*}
$$

From (A.2), there exist $\delta>0$ and $\gamma>0$ such that

$$
\left\langle M_{t}^{-1} \alpha, \alpha\right\rangle \leq \gamma \sum_{i=1}^{n}\left|\alpha_{i}\right|^{2}\left(\varphi_{i}, \varphi_{i}\right)_{X, t}^{-1}
$$

for all $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{\mathbf{t}} \in \mathbf{C}^{\mathbf{n}}, t \in(\delta, \infty)$. In particular, for $\alpha_{i}=\left(u, \varphi_{i}\right)_{X, t}$, $i=1, \ldots, n$, we obtain

$$
\left\langle M_{t}^{-1} d, d\right\rangle \leq \gamma \sum_{i=1}^{n} \frac{\left|\left(u, \varphi_{i}\right)_{X, t}\right|^{2}}{\left(\varphi_{i}, \varphi_{i}\right)_{X, t}} \quad \text { for all } t \in(\delta, \infty), u \in X_{\mathcal{K}}
$$

where $d=\left(d_{1}, \ldots, d_{n}\right)^{\mathbf{t}}$. Thus, using the above estimate, (2.16) and (A.1) we have

$$
\begin{aligned}
\int_{\delta}^{\infty} t^{-2 s+1}\left\langle M_{t}^{-1} d, d\right\rangle d t & \leq \gamma \sum_{i=1}^{n} \int_{\delta}^{\infty} t^{-2 s+1} \frac{\left|\left(u, \varphi_{i}\right)_{X, t}\right|^{2}}{\left(\varphi_{i}, \varphi_{i}\right)_{X, t}} d t \\
& \leq \gamma \sum_{i=1}^{n} \int_{0}^{\infty} t^{-2 s+1} \frac{\left|\left(u, \varphi_{i}\right)_{X, t}\right|^{2}}{\left(\varphi_{i}, \varphi_{i}\right)_{X, t}} d t \\
& \leq \gamma c_{s}^{-2} \sum_{i=1}^{n}\|u\|_{\left[X \varphi_{i}, Y\right]_{s}}^{2} \leq \gamma c_{s}^{-2} n\|u\|_{[X, Y]_{s}}^{2}
\end{aligned}
$$

Finally, (2.19) holds, and the result is proved.
Remark 2.3. By Lemma 2.3, the space $X_{\mathcal{K}}$ is dense in $[X, Y]_{S}$ if and only if the functionals $L_{\varphi}, \varphi \in \mathcal{K}$ are not bounded in the topology induced by $[X, Y]_{s}$.

## 3. Interpolation between subspaces of $H^{\beta}\left(R^{N}\right)$ and $H^{\alpha}\left(\boldsymbol{R}^{N}\right)$.

In this section we give a simplified proof of the main interpolation result presented in [12]. An extension to the case when the subspace of interpolation has finite codimension bigger than one is also considered.

Let $\alpha \in R$ and let $H^{\alpha}\left(R^{N}\right)$ be defined by means of the Fourier transform. For a smooth function $u$ with compact support in $R^{N}$, the Fourier transform $\hat{u}$ is defined by

$$
\hat{u}(\xi)=(2 \pi)^{-N / 2} \int u(x) e^{-i x \xi} d x
$$

where the integral is taken over the whole $R^{N}$. For $u$ and $v$ smooth functions the $\alpha$-inner product is defined by

$$
<u, v>_{\alpha}=\int\left(1+|\xi|^{2}\right)^{\alpha} \hat{u}(\xi) \overline{\hat{v}(\xi)} d \xi
$$

The space $H^{\alpha}\left(R^{N}\right)$ is the closure of smooth functions in the norm induced by the $\alpha$-inner product. For $\alpha, \beta$ real numbers $(\alpha<\beta)$, and $s \in[0,1]$ it is easy to check, using Remark 2.1, that

$$
\left[H^{\beta}\left(R^{N}\right), H^{\alpha}\left(R^{N}\right)\right]_{s}=H^{s \alpha+(1-s) \beta}\left(R^{N}\right)
$$

For $\varphi \in H^{\beta}\left(R^{N}\right)$, we are interested in determining the validity of the formula

$$
\begin{equation*}
\left[H_{\varphi}^{\beta}\left(R^{N}\right), H^{\alpha}\left(R^{N}\right)\right]_{s}=\left[H^{\beta}\left(R^{N}\right), H^{\alpha}\left(R^{N}\right)\right]_{s, \varphi} \tag{3.1}
\end{equation*}
$$

For certain functions $\varphi$ the problem is studied by Kellogg in [12]. Next, we give a new proof of Kellogg's result concerning (3.1) and extend it to the case when $H_{\varphi}^{\beta}\left(R^{N}\right)$ is replaced by a subspace of finite codimension. First, we consider the case when $0=\alpha<\beta$. The operator $S$, associated with the pair $X=H^{\beta}\left(R^{N}\right)$, $Y=H^{0}\left(R^{N}\right)=L^{2}\left(R^{N}\right)$, is given by

$$
\widehat{S u}=\mu^{2 \beta} \hat{u}, \quad u \in D(S)=H^{2 \beta}\left(R^{N}\right)
$$

where $\mu(\xi)=\left(1+|\xi|^{2}\right)^{\frac{1}{2}}, \xi \in R^{N}$. For the remaining part of this chapter, $H^{\beta}$ denotes the space $H^{\beta}\left(R^{N}\right)$ and $\hat{H}^{\beta}$ is the space $\left\{\hat{u} \mid u \in H^{\beta}\right\}$. For $\hat{u}, \hat{v} \in \hat{H}^{\beta}$, we define the inner product and the norm by

$$
(\hat{u}, \hat{v})_{\beta}=\int \mu^{2 \beta} \hat{u} \overline{\hat{v}} d \zeta, \quad\|\hat{u}\|_{\beta}=(\hat{u}, \hat{u})_{\beta}^{1 / 2}
$$

To simplify the notation, we denote the the inner products $(\cdot, \cdot)_{0}$ and $<\cdot, \cdot>_{0}$ by $(\cdot, \cdot)$ and $<\cdot, \cdot>$, respectively. The norm $\|\cdot\|_{0}$ on $H^{0}$ or $\hat{H}^{0}$ is simply $\|\cdot\|$. Let $\phi \in \hat{H}^{\beta}$ be such that for some constants $\epsilon>0$ and $c>0$,

$$
\left\{\begin{array}{l}
\left|\phi(\xi)-b(\omega) \rho^{-\frac{N}{2}-2 \beta+\alpha_{0}}\right|<c \rho^{-\frac{N}{2}-2 \beta+\alpha_{0}-\epsilon} \quad \text { for all } \rho>1  \tag{3.2}\\
0<\alpha_{0}<\beta,
\end{array}\right.
$$

where $\rho \geq 0$ and $\omega \in S^{N-1}$ (the unit sphere of $R^{N}$ ) are the spherical coordinates of $\xi \in R^{N}$, and where $b(\omega)$ is a bounded measurable function on $S^{N-1}$, which is non zero on a set of positive measure.

Remark 3.1. From the assumption (3.2) about $\phi$ and by using Lemma 2.3, we have that

$$
\begin{equation*}
\hat{H}_{\phi}^{\beta} \text { is dense in } \hat{H}^{\alpha} \text { if and only if } \alpha \leq \alpha_{0} . \tag{3.3}
\end{equation*}
$$

Theorem 3.1. (Kellogg) Let $\varphi \in H^{\beta}$ be such that its Fourier transform $\phi$ satisfies (3.2), and let $\theta_{0}=\alpha_{0} / \beta$. Then

$$
\begin{equation*}
\left[H_{\varphi}^{\beta}, H^{0}\right]_{s}=\left[H^{\beta}, H^{0}\right]_{s, \varphi}, 0 \leq s \leq 1,1-s \neq \theta_{0} \tag{3.4}
\end{equation*}
$$

Proof. From the way we defined $<\cdot, \cdot>_{\beta}$, (3.4) is equivalent to

$$
\begin{equation*}
\left[\hat{H}_{\phi}^{\beta}, \hat{H}^{0}\right]_{s}=\left[\hat{H}^{\beta}, \hat{H}^{0}\right]_{s, \varphi}, 0 \leq s \leq 1,1-s \neq \theta_{0} \tag{3.5}
\end{equation*}
$$

Following the proof of Theorem 2.2, we see that in order to prove (3.5), it is enough to verify (2.19) for some positive constants $c=c(s)$ and $\delta$. Using (2.16), the problem reduces to

$$
\int_{\delta}^{\infty} t^{-(2 s+1)} \frac{\left|(\hat{u}, \phi)_{X, t}\right|^{2}}{(\phi, \phi)_{X, t}} d t \leq c\|\hat{u}\|_{[X, Y]_{s}}^{2} \quad \text { for all } \hat{u} \in X_{\phi}
$$

where $X=\hat{H}^{\beta}$ and $Y=\hat{H}^{0}$. Denoting $1-s=\theta$ and $\Phi(t)=(\phi, \phi)_{X, t}$, this becomes

$$
\begin{equation*}
I:=\int_{\delta}^{\infty} t^{2 \theta-3} \frac{\left|\left(\frac{\mu^{4 \beta} \hat{u}}{\mu^{2 \beta}+t^{2}}, \phi\right)\right|^{2}}{\left(\frac{\mu^{4 \beta} \phi}{\mu^{2 \beta}+t^{2}}, \phi\right)} d t \leq c\|\hat{u}\|_{\theta \beta}^{2} \quad \text { for all } \hat{u} \in \hat{H}_{\phi}^{\beta} \tag{3.6}
\end{equation*}
$$

Using (3.2) it is easy to see that, for a large enough $\delta \geq 1$

$$
\begin{equation*}
\left(\frac{\mu^{4 \beta} \phi}{\mu^{2 \beta}+t^{2}}, \phi\right) \geq c t^{2\left(\theta_{0}-1\right)} \quad \text { for all } t \geq \delta \tag{3.7}
\end{equation*}
$$

and (3.2) also implies that

$$
\begin{equation*}
|\phi(\xi)|<c|\rho|^{-\frac{N}{2}-2 \beta+\alpha_{0}} \text { for }|\xi|>1 \tag{3.8}
\end{equation*}
$$

Before we start estimating $I$, let us observe that by using spherical coordinates

$$
\begin{equation*}
\|\hat{u}\|_{\theta \beta}^{2}=\int_{0}^{\infty} U^{2}(\rho) d \rho, \quad \hat{u} \in \hat{H}_{\phi}^{\beta} \tag{3.9}
\end{equation*}
$$

where

$$
U(\rho):=\mu(\rho)^{\theta \beta} \rho^{\frac{N-1}{2}}\left(\int_{|\xi|=1}|\hat{u}(\rho, \omega)|^{2} d \omega\right)^{1 / 2}, \mu(\rho)=\left(1+\rho^{2}\right)^{1 / 2}
$$

First, we consider the case $0<\theta<\theta_{0}$ and set $\theta_{1}:=\theta_{0}-\theta$. For $\hat{u} \in \hat{H}_{\phi}^{\beta}$ we have

$$
\left|\left(\frac{\mu^{4 \beta} \hat{u}}{\mu^{2 \beta}+t^{2}}, \phi\right)\right|^{2}=t^{4}\left|\left(\frac{\mu^{2 \beta} \hat{u}}{\mu^{2 \beta}+t^{2}}, \phi\right)\right|^{2}
$$

Thus, by this observation and (3.7) we get

$$
I \leq c \int_{\delta}^{\infty} t^{3-2 \theta_{1}}\left(\int \frac{\mu(\xi)^{2 \beta}}{\mu(\xi)^{2 \beta}+t^{2}}|\hat{u}(\xi) \phi(\xi)| d \xi\right)^{2} d t
$$

Then,

$$
\begin{aligned}
I_{1} & =\int_{\delta}^{\infty} t^{3-2 \theta_{1}}\left(\int_{|\xi|<1} \frac{\mu(\xi)^{2 \beta}}{\mu(\xi)^{2 \beta}+t^{2}}|\hat{u}(\xi) \phi(\xi)| d \xi\right)^{2} d t \\
& \leq c \int_{\delta}^{\infty} \frac{t^{3-2 \theta_{1}}}{t^{4}}\left(\int_{|\xi|<1}|\hat{u}(\xi) \phi(\xi)| d \xi\right)^{2} d t \leq c \int_{\delta}^{\infty} t^{-\left(1+2 \theta_{1}\right)} d t\|\hat{u}\|^{2}\|\phi\|^{2} \\
& \leq c(\theta)\|\hat{u}\|_{\theta \beta}^{2} .
\end{aligned}
$$

On the other hand, by Fubini's theorem, we have

$$
\begin{aligned}
I_{2} & =\int_{\delta}^{\infty} t^{3-2 \theta_{1}}\left(\int_{|\xi|>1} \frac{\mu(\xi)^{2 \beta}}{\mu(\xi)^{2 \beta}+t^{2}}|\hat{u}(\xi) \phi(\xi)| d \xi\right)^{2} d t \\
& =\int_{\delta}^{\infty} t^{3-2 \theta_{1}}\left(\int_{|\xi|>1} \frac{\mu(\xi)^{2 \beta}}{\mu(\xi)^{2 \beta}+t^{2}}|\hat{u}(\xi) \phi(\xi)| d \xi\right) \\
& \left(\int_{|\eta|>1} \frac{\mu(\eta)^{2 \beta}}{\mu(\eta)^{2 \beta}+t^{2}}|\hat{u}(\eta) \phi(\eta)| d \eta\right) d t \\
& \int_{|\xi|>1|\eta|>1} \int_{\hat{u}(\xi) \hat{u}(\eta) \phi(\xi) \phi(\eta) \mid(\mu(\xi) \mu(\eta))^{2 \beta}}^{\int_{\delta}^{\infty}} \frac{t^{3-2 \theta_{1}}}{\left(\mu(\xi)^{2 \beta}+t^{2}\right)\left(\mu(\eta)^{2 \beta}+t^{2}\right)} d t d \eta d \xi
\end{aligned}
$$

To estimate the last integral we use the formula

$$
\begin{equation*}
\int_{0}^{\infty} \frac{t^{3-2 \theta}}{\left(a+t^{2}\right)\left(b+t^{2}\right)} d t=\frac{1}{\mathbf{c}_{\theta}^{2}} \frac{a^{1-\theta}-b^{1-\theta}}{a-b}, 0<\theta<2, \quad \theta \neq 1, a, b>0 \tag{3.10}
\end{equation*}
$$

The integral can be calculated by standard complex analysis tools. If $a=b$, then the right side of the above identity is replaced by $\frac{1-\theta}{\mathbf{c}_{\theta}^{2}} a^{-\theta}$. Next, by using (3.10), (3.8) and spherical coordinates $\xi=(\rho, \omega), \eta=(r, \rho)$, we obtain

$$
\begin{gathered}
I_{2} \leq c(\theta) \int_{1}^{\infty} \int_{1}^{\infty}(\mu(r) \mu(\rho))^{2 \beta-\beta \theta}(r \rho)^{-\frac{1}{2}-2 \beta+\alpha_{0}} R_{1-\theta_{1}}\left(\mu(r)^{2 \beta}, \mu(\rho)^{2 \beta}\right) \\
U(r) U(\rho) d \rho d r
\end{gathered}
$$

where for $\alpha \in(0,1), x>0, y>0$, we denote

$$
R_{\alpha}(x, y)= \begin{cases}\frac{x^{\alpha}-y^{\alpha}}{x-y}, & \text { for } x \neq y \\ \alpha x^{\alpha-1}, & \text { for } x=y\end{cases}
$$

The function $x \rightarrow R_{\alpha}(x, y)$ is decreasing on $(0, \infty)$ for each $y \in(0, \infty)$ and it is symmetric with respect to $x$ and $y$.

Using this observation, we get

$$
\begin{aligned}
I_{2} & \leq c(\theta) \int_{1}^{\infty} \int_{1}^{\infty}(r \rho)^{-\frac{1}{2}+\beta \theta_{1}} R_{1-\theta_{1}}\left(r^{2 \beta}, \rho^{2 \beta}\right) U(\rho) U(r) d r d \rho \\
& \leq c(\theta) \int_{0}^{\infty} \int_{0}^{\infty} K(r, \rho) U(r) U(\rho) d r d \rho
\end{aligned}
$$

where

$$
\begin{equation*}
K(r, \rho)=(r \rho)^{-\frac{1}{2}+\beta \theta_{1}} R_{1-\theta_{1}}\left(r^{2 \beta}, \rho^{2 \beta}\right) \tag{3.11}
\end{equation*}
$$

In order to estimate the last integral, we apply the following lemma.
Lemma 3.1. (Schur) Suppose $K(x, y)$ is nonnegative, symmetric and homogeneous of degree -1 , and $f, g$ are nonnegative measurable functions on $(0, \infty)$. Assume that

$$
k=\int_{0}^{\infty} K(1, x) x^{-\frac{1}{2}} d x<\infty
$$

Then

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{\infty} K(x, y) f(x) g(y) d x d y \leq k\left(\int_{0}^{\infty} f(x)^{2} d x\right)^{\frac{1}{2}}\left(\int_{0}^{\infty} g(y)^{2} d y\right)^{\frac{1}{2}} \tag{3.12}
\end{equation*}
$$

We will prove this lemma later. For the moment, we see that the function $K(x, y)$, given by (3.11), is homogeneous of degree -1 , and satisfies

$$
k=\int_{0}^{\infty} K(x, 1) x^{-\frac{1}{2}} d x<\infty
$$

Indeed

$$
\begin{aligned}
& k=\int_{0}^{\infty} x^{-1+\beta \theta_{1}} \frac{x^{2 \beta\left(1-\theta_{1}\right)}-1}{x^{2 \beta}-1} d x \\
& \stackrel{x^{\beta}=t}{=} \beta \int_{0}^{\infty} \frac{t^{1-\theta_{1}}-t^{\theta_{1}-1}}{t^{2}-1} d t<\infty, \text { for } 0<\theta_{1}<1
\end{aligned}
$$

By Lemma 3.1,

$$
I_{2} \leq c(\theta) \int_{0}^{\infty} U^{2}(\rho) d \rho \leq c(\theta)\|\hat{u}\|_{\beta \theta}^{2}
$$

and by combining the estimates $I_{1}$ and $I_{2}$, we obtain (3.6).
Let us consider now the case $\theta_{0}<\theta<1$, and let $\theta_{1}=\theta-\theta_{0}$. Then, by using (3.7), we have

$$
I \leq c \int_{\delta}^{\infty} t^{2 \theta_{1}-1}\left(\int \frac{\mu(\xi)^{4 \beta}}{\mu(\xi)^{2 \beta}+t^{2}}|\hat{u}(\xi) \phi(\xi)| d \xi\right)^{2} d t
$$

The remaining part of the proof is very similar to the proof of the first case. The theorem is proved.

Proof of Lemma 3.1. By Fubini's theorem, it follows

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\infty} K(x, y) f(x) g(y) d x d y=\int_{0}^{\infty} f(x)\left(\int_{0}^{\infty} K(x, y) g(y) d y\right) d x \\
& =\int_{0}^{\infty} f(x) \int_{0}^{\infty} x K(x, x t) g(x t) d t d x=\int_{0}^{\infty} f(x) \int_{0}^{\infty} K(1, t) g(x t) d t d x \\
& =\int_{0}^{\infty} K(1, t) \int_{0}^{\infty} f(x) g(x t) d x d t \\
& \leq \int_{0}^{\infty} K(1, t)\left(\int_{0}^{\infty} f(x)^{2} d x\right)^{\frac{1}{2}}\left(\int_{0}^{\infty} g(x t)^{2} d x\right)^{\frac{1}{2}} d t \\
& \leq \int_{0}^{\infty} K(1, t) t^{-\frac{1}{2}} d t\left(\int_{0}^{\infty} f(x)^{2} d x\right)^{\frac{1}{2}}\left(\int_{0}^{\infty} g(x)^{2} d x\right)^{\frac{1}{2}} .
\end{aligned}
$$

Next we prepare for the generalization of the previous result.
Let $\phi_{1}, \phi_{2}, \ldots, \phi_{n} \in \hat{H}^{\beta}\left(R^{N}\right)$ such that for some constants $\epsilon>0$ and $c>0$ we have

$$
\left\{\begin{array}{l}
\left|\phi_{i}(\xi)-\tilde{\phi}_{i}(\xi)\right|<c \rho^{-\frac{N}{2}-2 \beta+\alpha_{i}-\epsilon} \text { for }|\xi|>1  \tag{3.13}\\
0<\alpha_{i}<\beta, i=1, \ldots, n,
\end{array}\right.
$$

where

$$
\tilde{\phi}_{i}(\xi)=b_{i}(\omega) \rho^{-\frac{N}{2}-2 \beta+\alpha_{i}}, \xi=(\rho, \omega)
$$

and $b_{i}(\cdot)$ is a bounded measurable function on $S^{N-1}$, which is non zero on a set of positive measure.

Define

$$
\begin{gathered}
\Phi_{i j}(t)=\left(\frac{\mu^{4 \beta} \phi_{i}}{\mu^{2 \beta}+t^{2}}, \phi_{j}\right), \tilde{\phi}_{i j}(t)=\left(\frac{|\xi|^{4 \beta} \tilde{\phi}_{i}}{|\xi|^{2 \beta}+t^{2}}, \tilde{\phi}_{j}\right), \quad \theta_{i}=\frac{\alpha_{i}}{\beta} \\
{\left[\tilde{\phi}_{i}, \tilde{\phi}_{j}\right]:=\frac{1}{\beta}\left(b_{i}, b_{j}\right)_{\sigma} \int_{0}^{\infty} \frac{x^{\theta_{i}} x^{\theta_{j}}}{x\left(x^{2}+1\right)} d x, i, j=1,2, \ldots, n}
\end{gathered}
$$

where $(\cdot, \cdot)_{\sigma}$ is the inner product on $L^{2}\left(S^{N-1}\right)$.
Clearly, $[\cdot, \cdot]$ is an inner product on $\operatorname{span}\left\{\tilde{\phi}_{i} \mid i=1,2, \ldots, n\right\}$.
Lemma 3.2. With the above setting we have

$$
\begin{gather*}
\tilde{\Phi}_{i j}(t)=\left[\tilde{\phi}_{i}, \tilde{\phi}_{j}\right] t^{\theta_{i}+\theta_{j}-2}  \tag{3.14}\\
\left|\Phi_{i j}(t)-\tilde{\Phi}_{i j}(t)\right| \leq c t^{\theta_{i}+\theta_{j}-2-\eta}, t>\delta \tag{3.15}
\end{gather*}
$$

for some constants $c>0, \eta>0$ and $\delta \geq 1$.

Proof. By using spherical coordinates, we have

$$
\tilde{\Phi}_{i j}(t)=\int \frac{|\xi|^{4 \beta}}{|\xi|^{2 \beta}+t^{2}} \tilde{\phi}_{i} \overline{\tilde{\phi}}_{j} d \xi=\int_{0}^{\infty} \frac{\rho^{\alpha_{i}+\alpha_{j}-1}}{\rho^{2 \beta}+t^{2}} d \rho \int_{|\xi|=1} b_{i}(\omega) \overline{b_{j}(\omega)} d \omega
$$

The change of variable $\rho^{\beta}=t x$ in the first integral completes the proof of (3.14). The proof of (3.15) is straightforward.

Theorem 3.2. $\operatorname{Let} \varphi_{1}, \varphi_{2}, \ldots, \varphi_{n} \in H^{\beta}$ be such that the corresponding Fourier transforms $\phi_{1}, \phi_{2}, \ldots, \phi_{n}$ satisfy (3.13) and in addition, the functions $\tilde{\phi}_{1}, \tilde{\phi}_{2}$, $\ldots, \tilde{\phi}_{n}$ are linearly independent.

$$
\text { Let } \mathcal{K}=\operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right\} . \text { Then }
$$

$$
\left[H_{\mathcal{K}}^{\beta}, H^{0}\right]_{s}=\left[H^{\beta}, H^{0}\right]_{s, \mathcal{K}},(1-s) \beta \neq \alpha_{i}, \text { for } i=1,2, \ldots, n
$$

Proof. We apply the Theorem 2.2 for $X=H^{\beta}, Y=H^{0}, \mathcal{K}=\operatorname{span}\left\{\varphi_{1}, \ldots\right.$, $\left.\varphi_{n}\right\}$ and $s$ such that $(1-s) \beta \neq \alpha_{i}, i=1,2, \ldots, n$. By using the hypothesis (3.13) and Theorem 3.1, we get

$$
\left[H_{\varphi_{i}}^{\beta}, H^{0}\right]_{s}=\left[H^{\beta}, H^{0}\right]_{s, \varphi_{i}}, \text { for } i=1,2, \ldots, n
$$

So (A1) is satisfied. In order to verify the condition (A2), we first observe that $\left(M_{t}\right)_{i j}=\Phi_{i j}(t)$. By denoting $D_{t}=\operatorname{diag}\left(M_{t}\right)$, the condition (A2) can be written as follows:

There are $\delta>0$ and $\gamma>0$ such that

$$
M_{t}-\gamma D_{t} \geq 0, \text { for all } t \in(\delta, \infty)
$$

where for a square matrix $A, A \geq 0$ means that $A$ is a nonnegative definite matrix. From the previous lemma we obtain the behavior of $\left(M_{t}\right)_{i j}$ for $t$ large:

$$
\left(M_{t}\right)_{i j}=\left(\left[\tilde{\phi}_{i}, \tilde{\phi}_{j}\right]+f_{i j}(t)\right) t^{\theta_{i}-1} t^{\theta_{j}-1}
$$

where $\left|f_{i j}(t)\right|<c t^{-\eta}$, for $t>\delta$. Denote $\tilde{M}_{t}, \tilde{M}$ the $n \mathrm{x} n$ matrices defined by

$$
\left(\tilde{M}_{t}\right)_{i j}=\left[\tilde{\phi}_{i}, \tilde{\phi}_{j}\right]+f_{i j}(t),(\tilde{M})_{i j}=\left[\tilde{\phi}_{i}, \tilde{\phi}_{j}\right]
$$

and let $\tilde{D}_{t}=\operatorname{diag} \tilde{M}_{t}, \tilde{D}=\operatorname{diag} \tilde{M}$. Next, for $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right) \in C^{n}$, we have

$$
\left\langle\left(M_{t}-\gamma D_{t}\right) z, z\right\rangle=\left\langle\left(\tilde{M}_{t}-\gamma \tilde{D}_{t}\right) z_{t}, z_{t}\right\rangle
$$

where $<\cdot, \cdot>$ is the inner product on $C^{n}$ and $\left(z_{t}\right)_{i}=z_{i} t^{\theta_{i}-1}, i=1,2, \ldots, n$.
Hence, the condition (A2) is satisfied if one can find $\gamma>0, \delta>0$, such that

$$
\tilde{M}_{t}-\gamma \tilde{D}_{t} \geq 0, \quad \text { for all } t \in(\delta, \infty)
$$

On the other hand, since $\tilde{\phi}_{1}, \tilde{\phi}_{2}, \ldots, \tilde{\phi}_{n}$ are linearly independent, $\tilde{M}$ is a symmetric positive definite matrix on $C^{n}$ and

$$
\lim _{\gamma \backslash 0, t \rightarrow \infty}\left(\tilde{M}_{t}-\gamma \tilde{D}_{t}\right)=\tilde{M}
$$

Therefore, there are $\gamma>0, \delta>0$ such that $\tilde{M}_{t}-\gamma \tilde{D}_{t}>0$, for all $t \in(\delta, \infty)$, and (A2) holds. The result is proved by applying Theorem 2.2
The corresponding case of interpolation between subspaces of $H^{\beta}$ of finite codimensions and $H^{\alpha}$, where $\alpha, \beta$ are real numbers, $\alpha<\beta$, is a direct consequence of the previous theorem.

Let $\alpha<\beta$ and $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n} \in H^{\beta}$ be such that the corresponding Fourier transform $\phi_{1}, \phi_{2}, \ldots, \phi_{n}$ satisfy for some positive constants $c$ and $\epsilon$,

$$
\left\{\begin{array}{l}
\left|\phi_{i}(\xi)-\tilde{\phi}_{i}(\xi)\right|<c \rho^{-\frac{N}{2}-2 \beta+\gamma_{i}-\epsilon} \text { for }|\xi|>1  \tag{3.16}\\
\alpha<\gamma_{i}<\beta, i=1, \ldots, n,
\end{array}\right.
$$

where

$$
\tilde{\phi}_{i}(\xi)=b_{i}(\omega) \rho^{-\frac{N}{2}-2 \beta+\gamma_{i}}, \xi=(\rho, \omega),
$$

and $b_{i}(\cdot)$ is a bounded measurable function on $S^{N-1}$, which is non zero on a set of positive measure.

Theorem 3.3. Let $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n} \in H^{\beta}$ be such that the corresponding Fourier transforms $\phi_{1}, \phi_{2}, \ldots, \phi_{n}$ satisfy (3.16), and in addition, the functions $\tilde{\phi}_{1}, \tilde{\phi}_{2}$, $\ldots, \tilde{\phi}_{n}$ are linearly independent. Let $\mathcal{L}=\operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right\}$. Then

$$
\begin{equation*}
\left[H_{\mathcal{L}}^{\beta}, H^{\alpha}\right]_{s}=\left[H^{\beta}, H^{\alpha}\right]_{s, \mathcal{L}}, s \alpha+(1-s) \beta \neq \gamma_{i}, \text { for } i=1,2, \ldots, n . \tag{3.17}
\end{equation*}
$$

Furthermore, if $s \alpha+(1-s) \beta<\min \left\{\gamma_{i}, i=1,2, \ldots, n\right\}$, then

$$
\begin{equation*}
\left[H_{\mathcal{L}}^{\beta}, H^{\alpha}\right]_{s}=H^{s \alpha+(1-s) \beta} . \tag{3.18}
\end{equation*}
$$

Proof. The first part follows from the main theorem 3.2 and the fact that $T$ : $H^{\alpha} \rightarrow H^{0}$ defined by $\hat{T u}=\mu^{\alpha} \hat{u}, u \in H^{\alpha}$ is an isometry from $H^{\alpha}$ to $H^{\gamma-\alpha}$ for any $\gamma \in[\alpha, \beta]$.

Now let $s<\min \left\{\gamma_{i}, i=1,2, \ldots, n\right\}$. By the first part of the theorem, in order to prove (3.18) we need only to prove that $H_{\mathcal{L}}^{\beta}$ is dense in $H^{s \alpha+(1-s) \beta}$. By Lemma 2.3, this is equivalent to proving that

$$
\left\{\begin{array}{l}
H^{\beta} \ni u \xrightarrow{\Lambda_{\varphi}}<u, \varphi>_{\beta}=(\hat{u}, \hat{\varphi})_{\beta},  \tag{3.19}\\
\text { is not bounded in the topology of } H^{s \alpha+(1-s) \beta} \text { for all } \varphi \in \mathcal{L}, \varphi \neq 0 .
\end{array}\right.
$$

For a fixed $\varphi \in \mathcal{L}$ we have $\hat{\varphi}=\sum_{i=1}^{n} c_{i} \phi_{i}$.

Since $\tilde{\phi}_{1}, \tilde{\phi}_{2}, \ldots, \tilde{\phi}_{n}$ are assumed to be linearly independent, $\varphi$ fails to be a "good" function (better than $\varphi_{i}, i=1,2, \ldots, n$ ). More precisely, the asymptotic expansion at infinity of $\hat{\varphi}$ is of the same type (except maybe a different b-part) with one of the functions $\tilde{\phi}_{1}, \tilde{\phi}_{2}, \ldots, \tilde{\phi}_{n}$. Thus, it is enough to check (3.19) for $\varphi \in\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right\}$.

Assuming that $\Lambda_{\varphi_{i}}$ is continuous, it implies that

$$
\left(\hat{u}, \phi_{i}\right)_{\beta}=\left(\hat{u}, f_{i}\right)_{s \alpha+(1-s) \beta}, u \in H^{\beta}
$$

for a function $f_{i} \in \hat{H}^{s \alpha+(1-s) \beta}$.
Thus, by using the density of $H^{\beta}$ in $H^{s}$, for $s<\beta$, we get that $f_{i}=$ $\mu^{2 \beta} \mu^{-2(s \alpha+(1-s) \beta)} \phi_{i}$.

On the other hand,

$$
\begin{aligned}
& \int \mu^{2(s \alpha+(1-s) \beta)}\left|f_{i}\right|^{2} d \xi=\int \mu^{2 \beta-2 s \alpha+2 s \beta}\left|\phi_{i}\right|^{2} d \xi \\
& \geq c \int_{\delta}^{\infty} \rho^{2 \beta-2 s \alpha+2 s \beta} \rho^{-N-4 \beta+2 \gamma_{i}} \rho^{N-1} d \rho \\
& =c \int_{\delta}^{\infty} \rho^{-1+2\left(\gamma_{i}-(s \alpha+(1-s) \beta)\right)} d \rho=\infty
\end{aligned}
$$

for $s \alpha+(1-s) \beta<\min \left\{\gamma_{i}, i=1,2, \ldots, n\right\}$. This completes the proof.

## 4. Shift theorem for the Biharmonic operator on polygonal domains.

Let $\Omega$ be a polygonal domain in $R^{2}$ with boundary $\partial \Omega$. Let $\partial \Omega$ be the polygonal arc $P_{1} P_{2} \cdots P_{m} P_{1}$. At each point $P_{j}$, we denote the measure of the angle $P_{j}$ (measured from inside $\Omega$ ) by $\omega_{j}$. Let $\omega:=\max \left\{\omega_{j}: j=\right.$ $1,2, \ldots, m\}$.

We consider the biharmonic problem Given $f \in L^{2}(\Omega)$, find $u$ such that

$$
\left\{\begin{array}{c}
\Delta^{2} u=f \text { in } \Omega  \tag{4.1}\\
u=0 \text { on } \partial \Omega \\
\frac{\partial u}{\partial n}=0 \text { on } \partial \Omega
\end{array}\right.
$$

Let $V=H_{0}^{2}(\Omega)$ and

$$
a(u, v):=\sum_{1 \leq i, j \leq 2} \int_{\Omega} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}} \frac{\partial^{2} v}{\partial x_{i} \partial x_{j}} d x, u, v, \in V
$$

The bilinear form $a$ defines a scalar product on $V$ and the induced norm is equivalent to the standard norm on $H_{0}^{2}(\Omega)$. The variational form of (4.1) is :

Find $u \in V$ such that

$$
\begin{equation*}
a(u, v)=\int_{\Omega} f v d x \quad \text { for all } v \in V \tag{4.2}
\end{equation*}
$$

Clearly, if $u$ is a variational solution of (4.2), then one has $\Delta^{2} u=f$ in the sense of distributions and because $u \in H_{0}^{2}(\Omega)$, the homogeneous boundary conditions are automatically fulfilled. As done in [2], the problem of deriving the shift estimate on $\Omega$ can be localized by a partition of unity so that only sectors domains or domains with smooth boundaries need to be considered. If $\Omega$ is a smooth domain, then it is known that the solution $u$ of (4.2) satisfies

$$
\|u\|_{H^{4}(\Omega)} \leq c\|f\|, \quad \text { for all } f \in L^{2}(\Omega)
$$

and

$$
\|u\|_{H^{2}(\Omega)} \leq c\|f\|_{H^{-2}(\Omega)}, \quad \text { for all } f \in H^{-2}(\Omega)
$$

Interpolating these two inequalities yields

$$
\|u\|_{2+2 s} \leq c\|f\|_{-2+2 s}, \quad \text { for all } f \in H^{-2+2 s}(\Omega), \quad 0 \leq s \leq 1
$$

So we have the shift theorem for all $s \in[0,1]$. Let us consider the case of a sector domain. The threshold, $s_{0}$, below which the shift estimate for a polygonal domain holds is given, as in the Poisson problem, by the largest internal angle $\omega$ of the polygon. Thus, it is enough to consider the domain $S \omega$ defined by

$$
S_{\omega}=\{(r, \theta), 0<r<1,-\omega / 2<\theta<\omega / 2\}
$$

We associate to (4.1) and $\Omega=S_{\omega}$, the characteristic equation

$$
\begin{equation*}
\sin ^{2}(z \omega)=z^{2} \sin ^{2} \omega \tag{4.3}
\end{equation*}
$$

In order to simplify the exposition of the proof, we assume that

$$
\begin{equation*}
\sin \sqrt{\frac{\omega^{2}}{\sin \omega^{2}}-1} \neq \sqrt{1-\frac{\sin \omega^{2}}{\omega^{2}}} \tag{4.4}
\end{equation*}
$$

and

$$
R e z \neq 2 \text { for any solution } z \text { of (4.3). }
$$

The restriction (4.4) assures that the equation (4.3) has only simple roots. Let $z_{1}, z_{2}, \ldots, z_{n}$ be all the roots of (4.3) such that $0<\operatorname{Re}\left(z_{j}\right)<2$. It is known (see [7], [10], [13], [17]) that the solution $u$ of (4.2) can be written as

$$
\begin{equation*}
u=u_{R}+\sum_{j=1}^{n} k_{j} S_{j} \tag{4.5}
\end{equation*}
$$

where $u_{R} \in H^{4}(\Omega)$ and for $j=1,2, \ldots, n$, we have $S_{j}(r, \theta)=r^{1+z_{j}} u_{j}(\theta)$, $u_{j}$ is smooth function on $[-\omega / 2, \omega / 2]$ such that $u_{j}(-\omega / 2)=u_{j}(\omega / 2)=$ $u_{j}^{\prime}(-\omega / 2)=u_{j}^{\prime}(\omega / 2)=0, k_{j}=c_{j} \int_{\Omega} f \varphi_{j} d x$ and $c_{j}$ is nonzero and depends only on $\omega$. The function $\varphi_{j}$ is called the dual singular function of the singular function $S_{j}$ and $\varphi_{j}(r, \theta)=\eta(r) r^{1-z_{j}} u_{j}(\theta)-w_{j}$, where $w_{j} \in V$ is defined for a smooth truncation function $\eta$ to be the solution of (4.2) with $f=\Delta^{2}\left(\eta(r) r^{1-z_{j}} u_{j}(\theta)\right)$. In addition,

$$
\begin{equation*}
\left\|u_{R}\right\|_{H^{4}(\Omega)} \leq c\|f\|, \quad \text { for all } f \in L^{2}(\Omega) \tag{4.6}
\end{equation*}
$$

Next, we define $\mathcal{K}=\operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right\}$. As a consequence of the expansion (4.5) and the estimate (4.6) we have

$$
\begin{equation*}
\|u\|_{H^{4}(\Omega)} \leq c\|f\|, \quad \text { for all } f \in L^{2}(\Omega)_{\mathcal{K}} . \tag{4.7}
\end{equation*}
$$

Combining (4.7) with the standard estimate

$$
\|u\|_{H^{2}(\Omega)} \leq c\|f\|_{H^{-2}(\Omega)}, \quad \text { for all } f \in H^{-2}(\Omega)
$$

we obtain, via interpolation

$$
\begin{equation*}
\|u\|_{\left[H^{4}(\Omega), H^{2}(\Omega)\right]_{1-s}} \leq c\|f\|_{\left[L^{2}(\Omega) \mathcal{K}, H^{-2}(\Omega)\right]_{1-s}}, s \in[0,1] \tag{4.8}
\end{equation*}
$$

Let $s_{0}=\min \left\{\operatorname{Re}\left(z_{j}\right) \mid j=1,2, \ldots, n\right\}$. Then, we have
Theorem 4.1. If $0<2 s<s_{0}$ and $\Omega=S_{\omega}$, then

$$
\begin{equation*}
\left[L^{2}(\Omega)_{\mathcal{K}}, H^{-2}(\Omega)\right]_{1-s}=\left[L^{2}(\Omega), H^{-2}(\Omega)\right]_{1-s} \tag{4.9}
\end{equation*}
$$

Proof. First we prove that there are operators $E$ and $R$ such that

$$
\begin{aligned}
& E: L^{2}(\Omega) \longrightarrow L^{2}(R), E: H_{0}^{2}(\Omega) \longrightarrow H^{2}\left(R^{2}\right), \\
& R: L^{2}\left(R^{2}\right) \longrightarrow L^{2}(\Omega), R: H^{2}\left(R^{2}\right) \longrightarrow H_{0}^{2}(\Omega)
\end{aligned}
$$

are bounded operators, and $R E u=u, \quad$ for all $u \in L^{2}(\Omega)$.
Indeed, $E$ can be taken to be the extension by zero operator.
To define $R$, let $\eta=\eta(r)$ be a smooth function on $(0, \infty)$ such that $\eta(r) \equiv 1$ for $0<r \leq 1$ and $\eta(r) \equiv 0$ for $r>2$. Define $\alpha=\frac{\omega}{2}, a=\frac{\alpha}{\pi-\alpha}$ and

$$
g_{1}(\theta)=\frac{\alpha-\pi}{\alpha} \theta+\pi, \quad g_{2}(\theta)=\frac{\pi-\alpha}{\alpha^{2}}(\alpha-\theta)^{2}+\alpha, \quad \theta \in[0, \alpha] .
$$

Note that $g_{i}(0)=\pi$ and $g_{i}(\alpha)=\alpha, i=1,2$. For a smooth function $u$ defined on $R^{2}$ we define $R u:=u_{3}$, where

Step 1. $u_{1}=\eta u$.
Step 2. $u_{2}(r, \theta)=u_{1}(r, \theta)+3 u_{1}(1 / r, \theta)-4 u_{1}(1 / 2+1 /(2 r), \theta)$,

$$
r<1, \theta \in[0,2 \pi)
$$

Step 3. For $0<r<1$

$$
u_{3}(r, \theta)=\left\{\begin{array}{r}
u_{2}(r, \theta)+a u_{2}\left(r, g_{1}(\theta)\right)-(1+a) u_{2}\left(r, g_{2}(\theta)\right) \\
0 \leq \theta<\omega / 2 \\
u_{2}(r, \theta)+a u_{2}\left(r,-g_{1}(-\theta)\right)-(1+a) u_{2}\left(r,-g_{2}(-\theta)\right) \\
-\omega / 2<\theta<0
\end{array}\right.
$$

One can check that, for $u \in H_{0}^{2}\left(R^{2}\right), u_{3} \in H_{0}^{2}(\Omega)$ and $R E u=u$. The operator $R$ can be extended by density to $L^{2}\left(R^{2}\right)$. The extended operator $R$ satisfies all the desired properties.

Next, let $\phi_{j}$ be the Fourier transform of $E \varphi_{j}, j=1, \ldots, n$. Using asymptotic expansion of integrals theory presented in the Appendix 1, we have that the functions
$\left\{E \varphi_{j}, j=1, \ldots, n\right\}$ satisfy for some positive constants $c$ and $\epsilon$,

$$
\left\{\begin{array}{l}
\left|\phi_{j}(\xi)-\tilde{\phi}_{j}(\xi)\right|<c \rho^{-1+\left(-2+s_{j}\right)-\epsilon} \text { for }|\xi|>1  \tag{4.10}\\
-2<-2+s_{i}<0, i=1, \ldots, n
\end{array}\right.
$$

where $s_{j}=\operatorname{Re}\left(z_{j}\right)$ and

$$
\tilde{\phi}_{j}(\xi)=b_{i}(\omega) \rho^{-1+\left(-2+s_{j}\right)}, \xi=(\rho, \omega) \text { in polar coordinates }
$$

and $b_{j}(\cdot)$ is a bounded measurable function on the unit circle, which is non zero on a set of positive measure. Thus, we have that the functions $\left\{E \varphi_{j}, j=\right.$ $1, \ldots, n\}$ satisfy the hypothesis (3.16) of Theorem 3.3 with $N=2, \beta=0$, $\alpha=-2$ and $\gamma_{j}=-2+s_{j}, j=1, \ldots, n$. Denoting $\mathcal{L}:=\operatorname{span}\left\{E \varphi_{j}, j=\right.$ $1, \ldots, n\}$, by Theorem 3.3 applied with $1-s$ instead of $s$, we have that

$$
\begin{equation*}
\left[L^{2}\left(R^{2}\right)_{\mathcal{L}}, H^{-2}\left(R^{2}\right)\right]_{1-s}=\left[L^{2}\left(R^{2}\right), H^{-2}\left(R^{2}\right)\right]_{1-s}=H^{-2+2 s}\left(R^{2}\right) \tag{4.11}
\end{equation*}
$$

for $2 s<s_{0}:=\min \left\{\operatorname{Re}\left(z_{j}\right), j=1,2, \ldots, n\right\}$.
Finally, using (4.11), the operators $E, R$ and Lemma A. 1 (adapted to the case when we work with subspaces of codimension $n>1$ ), we conclude that (4.9) holds for $2 s<s_{0}$.

From the estimate (4.8) and the interpolation result (4.9) we obtain

$$
\|u\|_{2+2 s} \leq c\|f\|_{-2+2 s}, \quad \text { for all } f \in H^{-2+s}(\Omega), \quad 0 \leq 2 s<s_{0}
$$

The above estimate still holds for the case when $\Omega$ is a polygonal domain and $s_{0}$ corresponds to the largest inner angle $\omega$ of the polygon. Figure 1 (see
below) gives the graph of the function $\omega \rightarrow 2+s_{0}(\omega)$ which represents the regularity threshold for the biharmonic problem in terms of the largest inner angle $\omega$ of the polygon. On the same graph we represent the the number of singular (dual singular) functions as function of $\omega \in(0,2 \pi)$. Note that if $\omega$ is bigger than $1.43 \pi$, which is an approximation for the solution in $(0,2 \pi)$ of the equation $\tan \omega=\omega$, the space $\mathcal{K}$ has the dimension six.


Figure 1. Regularity for the biharmonic problem.

## Appendix: A. An interpolation result

Let $\Omega \subset \widetilde{\Omega}$ be domains in $R^{2}$ and $V^{1}(\Omega), V^{1}(\widetilde{\Omega})$ be subspaces of $H^{1}(\Omega), H^{1}(\widetilde{\Omega})$, respectively. On $V^{1}(\Omega), V^{1}(\widetilde{\Omega})$ we consider inner products such that the induced norms are equivalent with the standard norms on $H^{1}(\Omega), H^{1}(\widetilde{\Omega})$, respectively. In addition, we assume that $V^{1}(\Omega), V^{1}(\widetilde{\Omega})$ are dense in $L^{2}(\Omega), L^{2}(\widetilde{\Omega})$, respectively. Let's denote the duals of $V^{1}(\Omega)$, $V^{1}(\widetilde{\Omega})$ by $V^{-1}(\Omega), V^{-1}(\widetilde{\Omega})$, respectively. We suppose that there are linear operators $E$ and $R$ such that

$$
\begin{gather*}
E: L^{2}(\Omega) \rightarrow L^{2}(\widetilde{\Omega}), \quad E: V^{1}(\Omega) \rightarrow V^{1}(\widetilde{\Omega}) \text { are bounded operators, }  \tag{A.1}\\
R: L^{2}(\widetilde{\Omega}) \rightarrow L^{2}(\Omega), \quad R: V^{1}(\widetilde{\Omega}) \rightarrow V^{1}(\Omega), \text { are bounded operators, }  \tag{A.2}\\
R E u=u \quad \text { for all } u \in L^{2}(\Omega) \tag{A.3}
\end{gather*}
$$

Let $\psi \in L^{2}(\Omega), \tilde{\psi}=E \psi \in L^{2}(\widetilde{\Omega})$ and $\theta \in(0,1)$ be such that

$$
\begin{equation*}
L^{2}(\Omega)_{\psi}:=\left\{u \in L^{2}(\Omega):(u, \psi)=0\right\} \text { is dense in }\left[L^{2}(\Omega), V^{-1}(\Omega)\right]_{\theta} \tag{A.4}
\end{equation*}
$$

$$
\begin{gather*}
L^{2}(\widetilde{\Omega})_{\tilde{\psi}}:=\left\{u \in L^{2}(\widetilde{\Omega}):(u, \widetilde{\psi})=0\right\} \text { is dense in } V^{-1}(\widetilde{\Omega}),  \tag{A.5}\\
{\left[L^{2}(\widetilde{\Omega})_{\tilde{\psi}}, V^{-1}(\widetilde{\Omega})\right]_{\theta}=\left[L^{2}(\widetilde{\Omega}), V^{-1}(\widetilde{\Omega})\right]_{\theta}} \tag{A.6}
\end{gather*}
$$

Lemma A.1. Using the above setting, assume that (A.1)-(A.6) are satisfied. Then,

$$
\begin{equation*}
\left[L^{2}(\Omega)_{\psi}, V^{-1}(\Omega)\right]_{\theta}=\left[L^{2}(\Omega), V^{-1}(\Omega)\right]_{\theta} \tag{A.7}
\end{equation*}
$$

Proof. Using the duality, from (A.1)-(A.3) we obtain linear operators $E^{*}, R^{*}$ such that

$$
\begin{gather*}
E^{*}: L^{2}(\widetilde{\Omega}) \rightarrow L^{2}(\Omega), \quad E^{*}: V^{-1}(\widetilde{\Omega}) \rightarrow V^{-1}(\Omega), \text { are bounded operators, }  \tag{A.8}\\
R^{*}: L^{2}(\Omega) \rightarrow L^{2}(\widetilde{\Omega}), R^{*}: V^{-1}(\Omega) \rightarrow V^{-1}(\widetilde{\Omega}) \text { are bounded operators, }  \tag{A.9}\\
E^{*} R^{*} u=u \quad \text { for all } u \in L^{2}(\Omega)  \tag{A.10}\\
E^{*} \operatorname{maps} L^{2}(\widetilde{\Omega})_{\tilde{\psi}} \text { to } L^{2}(\Omega)_{\psi}  \tag{A.11}\\
R^{*} \text { maps } L^{2}(\Omega)_{\psi} \text { to } L^{2}(\widetilde{\Omega})_{\tilde{\psi}} \tag{A.12}
\end{gather*}
$$

From (A.8) and (A.11), by interpolation, we obtain

$$
\begin{equation*}
\left\|E^{*} v_{\left[L^{2}(\Omega)_{\psi}, V^{-1}(\Omega)\right]_{\theta}}\right\| \leq c\left\|v_{\left[L^{2}(\tilde{\Omega})_{\tilde{\psi}}, V^{-1}(\tilde{\Omega})\right]_{\theta}}\right\| \quad \text { for all } v \in L^{2}(\widetilde{\Omega})_{\tilde{\psi}} \tag{A.13}
\end{equation*}
$$

For $u \in L^{2}(\Omega)_{\psi}$, let $v:=R^{*} u$. Then, using (A.12), we have that $v \in L^{2}(\widetilde{\Omega})_{\tilde{\psi}}$. Taking $v:=R^{*} u$ in (A.13) and using (A.10), we get

$$
\begin{equation*}
\left\|u_{\left[L^{2}(\Omega)_{\psi}, V^{-1}(\Omega)\right]_{\theta}}\right\| \leq c\left\|R^{*} u_{\left[L^{2}(\tilde{\Omega})_{\tilde{\psi}}, V^{-1}(\tilde{\Omega})\right]_{\theta}}\right\| \quad \text { for all } u \in L^{2}(\Omega)_{\psi} \tag{A.14}
\end{equation*}
$$

Also, from the hypothesis (A.6), we deduce that

$$
\begin{equation*}
\left\|R^{*} u_{\left[L^{2}(\tilde{\Omega})_{\tilde{\psi}}, V^{-1}(\tilde{\Omega})_{\theta}\right.}\right\| \leq c\left\|R^{*} u_{\left[L^{2}(\tilde{\Omega}), V^{-1}(\tilde{\Omega}]_{\theta}\right.}\right\| \quad \text { for all } u \in L^{2}(\Omega)_{\psi} \tag{A.15}
\end{equation*}
$$

From (A.9), again by interpolation, we have in particular

$$
\begin{equation*}
\left\|R^{*} u_{\left[L^{2}(\tilde{\Omega}), V^{-1}(\tilde{\Omega}]_{\theta}\right.}\right\| \leq c\left\|u_{\left[L^{2}(\Omega), V^{-1}(\Omega)\right]_{\theta}}\right\| \quad \text { for all } u \in L^{2}(\Omega)_{\psi} \tag{A.16}
\end{equation*}
$$

Combining (A.14)-(A.16), it follows that

$$
\begin{equation*}
\left\|u_{\left[L^{2}(\Omega)_{\psi}, V^{-1}(\Omega)\right]_{\theta}}\right\| \leq c\left\|u_{\left[L^{2}(\Omega), V^{-1}(\Omega)\right]_{\theta}}\right\| \quad \text { for all } u \in L^{2}(\Omega)_{\psi} \tag{A.17}
\end{equation*}
$$

The reverse inequality of (A.17) holds because $L^{2}(\Omega)_{\psi}$ is a closed subspace of $L^{2}(\Omega)$. Thus, the two norms in (A.17) are equivalent for $u \in L^{2}(\Omega)_{\psi}$. From the assumption (A.4), $L^{2}(\Omega)_{\psi}$ is dense in both spaces appearing in (A.7). Therefore, we obtain (A.7).

Remark A.1. The proof does not change if we consider $\Omega \subset \widetilde{\Omega}$ to be domains in $R^{N}$ and $H^{1}$ is replaced by any other Sobolev space of positive integer order $k$.

## Appendix: B. Asymptotic expansion for the Fourier integrals

For a more general presentation of asymptotic expansion of functions defined by integrals see [4], [8], [19].

Integrals of the form

$$
\int_{a}^{b} e^{i x t} f(t) d t
$$

are called Fourier integrals. We shall present the asymptotic behavior as $x \rightarrow \infty$ of the Fourier integrals for a particular type of function $f$. If $\phi$ and $\psi$ are two real functions defined on the interval $I=(0, \infty)$ and $\psi$ is a strictly positive function on $I$, we write $\phi=O(\psi)$ as $x \rightarrow \infty$ if $\phi / \psi$ is bounded on an interval $I=(\delta, \infty)$ for a positive $\delta$, and $\phi=o(\psi)$ as $x \rightarrow \infty$ if $\lim _{x \rightarrow \infty} \phi / \psi=0$.

Theorem B.2. Let $\phi$ be a continuously differentiable function on the interval $[a, b]$ and $\lambda \in$ $(0,1)$.
a) If $\phi(b)=0$ then

$$
\int_{a}^{b} e^{i x t}(t-a)^{\lambda-1} \phi(t) d t=-\Gamma(\lambda) \phi(a) e^{\frac{\pi}{2} i(\lambda-2)} e^{i x a} x^{-\lambda}+O\left(x^{-1}\right)
$$

b) If $\phi(a)=0$ then

$$
\int_{a}^{b} e^{i x t}(b-t)^{\lambda-1} \phi(t) d t=\Gamma(\lambda) \phi(b) e^{-\frac{\pi}{2} i \lambda} e^{i x b} x^{-\lambda}+O\left(x^{-1}\right)
$$

Here $\Gamma$ is the Euler's gamma function.
Remark B.2. The result holds for $\lambda=1$ provided $O\left(x^{-1}\right)$ is replaced by $o\left(x^{-1}\right)$ in the above formulas.

The proof of Theorem B. 2 can be found in [8] Section 2.8.
Next we study the asymptotic behavior of the Fourier transforms of the dual singular functions which appear in Section 4. To this end, let $\eta=\eta(r)$ be a smooth real function on $[0, \infty)$ such that $\eta(r) \equiv 0$ for $r>3 / 4$ and let $u=u(\theta)$ be a sufficiently smooth real function on $[0,2 \pi]$. For any non-zero $s \in(-1,1)$ we define

$$
u(x)=\eta(r) r^{s} u(\theta), \quad x=(r, \theta) \in R^{2}
$$

and

$$
\Phi(\rho, \omega)=2 \pi \overline{\hat{u}}(\xi)=\int_{R^{2}} e^{i x \cdot \xi} u(x) d x, \quad \xi=(\rho, \omega) \in R^{2}
$$

where $(r, \theta)$ and $(\rho, \omega)$ are the polar coordinates of $x$ and $\xi$, respectively. One can easily see that

$$
\begin{equation*}
\Phi(\rho, \omega)=\int_{0}^{1} \int_{0}^{2 \pi} \eta(r) r^{1+s} u(\theta) e^{i r \rho \cos (\theta-\omega)} d \theta d r \tag{B.1}
\end{equation*}
$$

To study the asymptotic behavior of $\Phi$ for large $\rho$, we use the technique of [12] to reduce the double integral to a single integral. For a fixed $\omega$, we consider the line $r \cos (\theta-\omega)=t$ in the $x$ plane and denote by $l(t, \omega)$ the intersection of this line with the unit disk. Next, in the $(r, t)$ variables the integral (B.1) becomes:

$$
\begin{equation*}
\Phi(\rho, \omega)=\int_{-1}^{1} g(t) e^{i t \rho} d t \tag{B.2}
\end{equation*}
$$

where

$$
g(t)=\int_{l(t, \omega)} \frac{\eta(r) r^{1+s}}{\sqrt{r^{2}-t^{2}}} u(\theta) d r
$$

$\theta=\omega+\cos ^{-1}(t / r)$, if $\theta \in[\omega, \omega+\pi]$ and $\theta=\omega-\cos ^{-1}(t / r)$, if $\theta \in[\omega-\pi, \omega]$. The function $g$ is continuous differentiable on $[-1,1]$ and $g(-1)=g(1)=0$. Thus, from (B.2) we have

$$
\begin{equation*}
\Phi(\rho, \omega)=\frac{i}{\rho} \int_{-1}^{1} g^{\prime}(t) e^{i t \rho} d t \tag{B.3}
\end{equation*}
$$

The function $g$ can be described as

$$
g(t)=\int_{|t|}^{1} \frac{\eta(r) r^{1+s}}{\sqrt{r^{2}-t^{2}}} u\left(\omega+\cos ^{-1}(t / r)\right) d r+\int_{|t|}^{1} \frac{\eta(r) r^{1+s}}{\sqrt{r^{2}-t^{2}}} u\left(\omega-\cos ^{-1}(t / r)\right) d r
$$

and the integral in (B.3) can be split in $\int_{-1}^{0}+\int_{0}^{1}$. Thus, the function $\Phi$ is defined by a sum of four integrals. We will use Theorem B. 2 in order to find the asymptotic behavior as $\rho \rightarrow \infty$ of each of the integrals. We shall present the estimate for only one of them.

Let $s \in(-1,0)$ be fixed and let $h$ be the function defined by

$$
h(t)=\int_{t}^{1} \frac{\eta(r) r^{1+s}}{\sqrt{r^{2}-t^{2}}} u(\theta) d t
$$

where $\theta=\omega+\cos ^{-1}(t / r)$. We apply Theorem B. 2 for the integral

$$
\begin{equation*}
\int_{0}^{1} h^{\prime}(t) e^{i t \rho} d t \tag{B.4}
\end{equation*}
$$

To compute $h^{\prime}(t)$ (by Leibnitz's formula) we set $x=r-t$ to rewrite $h$ as

$$
h(t)=\int_{x=0}^{1-t} \frac{\eta(x+t)(x+t)^{1+s}}{\sqrt{x} \sqrt{x+2 t}} u(\theta) d x .
$$

This leads to

$$
\begin{aligned}
h^{\prime}(t)=\int_{0}^{1-t} & {\left[\left(\frac{(1+s) \eta(x+t)(x+t)^{s}}{\sqrt{x} \sqrt{x+2 t}}+\frac{\eta^{\prime}(x+t)(x+t)^{1+s}}{\sqrt{x} \sqrt{x+2 t}}\right.\right.} \\
& \left.\left.-\frac{\eta(x+t)(x+t)^{1+s}}{\sqrt{x}(x+2 t)^{3 / 2}}\right) u(\theta)-\frac{\eta(x+t)(x+t)^{s}}{x+2 t} u^{\prime}(\theta)\right] d x
\end{aligned}
$$

Going back to the $r$ variable, via the change $r=x+t$, we get

$$
\begin{aligned}
h^{\prime}(t)=\int_{t}^{1} & {\left[\left(\frac{(1+s) \eta(r) r^{s}}{\sqrt{r^{2}-t^{2}}}+\frac{\eta^{\prime}(r) r^{1+s}}{\sqrt{r^{2}-t^{2}}}-\frac{\eta(r) r^{1+s}}{\sqrt{r^{2}-t^{2}}(r+t)}\right) u(\theta)\right.} \\
& \left.-\frac{\eta(r) r^{s}}{r+t} u^{\prime}(\theta)\right] d r
\end{aligned}
$$

A new change of variable $r=y t$ leads to the fact that $h^{\prime}(t)=t^{s} \phi(t)$, where the function $\phi$ is continuous differentiable on $[0,1], \phi(0)$ is in general not zero and $\phi(1)=0$. According to Theorem B. 2 (with $\lambda=1+s$ ) we have that

$$
\begin{equation*}
\int_{0}^{1} h^{\prime}(t) e^{i t \rho} d t=b_{1}(\omega) \rho^{-1-s}+O\left(\rho^{-1}\right) \tag{B.5}
\end{equation*}
$$

where the constant in the term $O\left(\rho^{-1}\right)$ is bounded uniformly in $\omega$. Therefore, from (B.2) and (B.5), for the case $s \in(-1,0)$ we obtain that

$$
\begin{equation*}
\Phi(\rho, \omega)=b(\omega) \rho^{-2-s}+O\left(\rho^{-2}\right), \tag{B.6}
\end{equation*}
$$

where the constant in the term $O\left(\rho^{-2}\right)$ is bounded uniformly in $\omega$. By Remark B.2, (B.6) holds for $s=0$ provided $O\left(\rho^{-2}\right)$ is replaced be $o\left(\rho^{-2}\right)$. The case $s \in(0,1)$ can be treated in a similar way. Since $h^{\prime}(1)=0$, one can easily see that in fact we have $g^{\prime}(1)=0$ and $g^{\prime}(-1)=0$. Then, from (B.2) we get

$$
\begin{equation*}
\Phi(\rho, \omega)=\frac{-1}{\rho^{2}} \int_{-1}^{1} g^{\prime \prime}(t) e^{i t \rho} d t \tag{B.7}
\end{equation*}
$$

All the considerations for $g$ used in the case $s \in(-1,0)$ can be reproduced in the case $s \in(0,1)$ for the functions $g^{\prime}$ in order to get

$$
\begin{equation*}
\Phi(\rho, \omega)=b(\omega) \rho^{-2-s}+O\left(\rho^{-3}\right) \tag{B.8}
\end{equation*}
$$

where the constant in the term $O\left(\rho^{-3}\right)$ is bounded uniformly in $\omega$.
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#### Abstract

In this note we review the time-splitting spectral method, recently studied by the authors, for linear [2] and nonlinear [3] Schrödinger equations (NLS) in the semiclassical regimes, where the Planck constant $\varepsilon$ is small. The time-splitting spectral method under study is unconditionally stable and conserves the position density. Moreover it is gauge invariant and time reversible when the corresponding Schrödinger equation is. Numerical tests are presented for linear, for weak/strong focusing/defocusing nonlinearities, for the Gross-Pitaevskii equation and for current-relaxed quantum hydrodynamics. The tests are geared towards understanding admissible meshing strategies for obtaining 'correct' physical observables in the semi-classical regimes. Furthermore, comparisons be-


[^1]tween the solutions of the nonlinear Schrödinger equation and its hydrodynamic semiclassical limit are presented.

Keywords: Time-splitting spectral method, Schrödinger equation, semi-classical regime, admissible meshing strategy, physical observable

## 1. Introduction

Many problems of solid state physics require the solution of the following linear/nonlinear Schrödinger equation (NLS) with a small (scaled) Planck constant $\varepsilon(0<\varepsilon \ll 1)$ :

$$
\begin{align*}
& i \varepsilon u_{t}^{\varepsilon}+\frac{\varepsilon^{2}}{2} \Delta u^{\varepsilon}-V(\mathbf{x}) u^{\varepsilon}-f\left(\left|u^{\varepsilon}\right|^{2}\right) u^{\varepsilon}-\varepsilon \tau \arg \left(u^{\varepsilon}\right) u^{\varepsilon}=0  \tag{1.1}\\
& u^{\varepsilon}(\mathbf{x}, t=0)=u_{0}^{\varepsilon}(\mathbf{x}), \quad \mathbf{x} \in \mathbb{R}^{d} \tag{1.2}
\end{align*}
$$

In this equation, $V=V(\mathbf{x})$ is a given real-valued electrostatic potential, $f$ is a real-valued smooth function, $\tau \geq 0$ is a constant relaxation rate, $u^{\varepsilon}=u^{\varepsilon}(\mathbf{x}, t)$ is the wave function and $\arg \left(u^{\varepsilon}\right)$ is defined (up to an additive constant) as:

$$
\begin{equation*}
\varepsilon \arg \left(u^{\varepsilon}(\mathbf{x}, t)\right)=S^{\varepsilon}(\mathbf{x}, t), \quad \nabla S^{\varepsilon}=J^{\varepsilon} / \rho^{\varepsilon}, \quad \text { when } \rho^{\varepsilon} \neq 0, \tag{1.3}
\end{equation*}
$$

where $\rho^{\varepsilon}$ (the position density) and $J^{\varepsilon}$ (the current density) are primary physical quantities and can be computed from the wave function $u^{\varepsilon}$ :

$$
\begin{equation*}
\rho^{\varepsilon}(\mathbf{x}, t)=\left|u^{\varepsilon}(\mathbf{x}, t)\right|^{2} \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.J^{\varepsilon}(\mathbf{x}, t)=\varepsilon \operatorname{Im} \overline{\overline{u^{\varepsilon}(\mathbf{x}, t)}} \nabla u^{\varepsilon}(\mathbf{x}, t)\right), \tag{1.5}
\end{equation*}
$$

where "-" denotes complex conjugation. We assume that $\left|u_{0}^{\varepsilon}\right|$ decays to zero sufficiently fast when $|\mathbf{x}| \rightarrow \infty$.
The general form of (1.1) covers many linear/nonlinear Schrödinger equations arising in various different applications. For example, when $f \equiv 0$ and $\tau=0$, (1.1) reduces to the linear Schrödinger equation; when $V \equiv 0$, $f(\rho)=\beta_{\varepsilon} \rho$ and $\tau=0$, it is the cubic nonlinear Schrödinger equation (called the focusing NLS if $\beta_{\varepsilon}<0$ and the defocusing NLS if $\beta_{\varepsilon}>0$; when $V(x)=\frac{\omega}{2}|\mathbf{x}|^{2}$ with $\omega>0$ a constant, $f(\rho)=\rho$ and $\tau=0$, it is related to Bose-Einstein condensation (Gross-Pitaevskii equation, cf. [6]). For $\tau>0$ the equation can be rewritten as current-relaxed quantum hydrodynamical system for $\rho^{\varepsilon}$ and $J^{\varepsilon}$ (cf. $[14,16])$. It is well known that the equation (1.1) propagates oscillations in space and time, preventing $u^{\varepsilon}$ from converging strongly as $\varepsilon \rightarrow 0$. On the other hand, the weak convergence of $u^{\varepsilon}$ is, for example, not sufficient for passing to the limit in the quadratic macroscopic densities (1.4)-(1.5). The analysis of the so-called semiclassical limit is a mathematically complex issue.

Much progress has been made recently in understanding semiclassical limits of the linear Schödinger equation, particularly by the introduction of tools from microlocal analysis, such as defect measures [8], H-measures [22], and Wigner measures [7, 9, 18]. These techniques have provided powerful technical tools to exploit properties of the linear Schrödinger equation in the semiclassical limit regime, allowing the passage to the limit $\varepsilon \rightarrow 0$ in the macroscopic densities by revealing an underlying kinetic structure. These techniques have not been successfully extended to the semiclassical limit of the (cubically) nonlinear Schrödinger equation, which was solved in the one-dimensional defocusing nonlinearity using techniques of inverse scattering [12, 13]. Thus numerical study of the semiclassical limit of linear/nonlinear Schrödinger equation is a very important and interesting problem. The numerical experiments may shed some lights on analytical understanding of the semiclassical behavior of the Schrödinger equations.

The oscillatory nature of the solutions of the Schrödinger equation with small $\varepsilon$ provides severe numerical burdens. Even for stable numerical approximations (or under mesh size and time step restrictions which guarantee stability) the oscillations may very well pollute the solution in such a way that the quadratic macroscopic quantities and other physical observables come out completely wrong unless the spatial-temporal oscillations are fully resolved numerically, i.e., using many grid points per wave length of $O(\varepsilon)$. In [19, 20], Markowich at. el. studied the finite difference approximation of the linear Schrödinger equation with small $\varepsilon$. Their results show that, for the best combination of the time and space discretizations, one needs the following constraints in order to guarantee good approximations to all (smooth) observables for $\varepsilon$ small: mesh size $h=o(\varepsilon)$ and time step $k=o(\varepsilon)$. Failure to satisfy these conditions leads to wrong numerical observables.

Recently, we syetematically studied the time-splitting spectral method for linear [2] and nonlinear [3] Schrödinger equation in the semiclassical regimes (1.1), (1.2). The method under study is unconditionally stable and conserves the position density. Moreover it is gauge invariant and time reversible when the corresponding Schrödinger equation is. For the linear Schrödinger equation, we have proved a uniform $L^{2}$-approximation of the wave-function for $k=o(\varepsilon)$ and $h=O(\varepsilon)$. Our extensive numerical experiments suggest the following meshing strategies for obtaining 'correct' physical observables: $k$ independent of $\varepsilon$ and $h=O(\varepsilon)$ for linear case [2]; $k=O(\varepsilon)$ and $h=O(\varepsilon)$ for defocusing nonlinearities and weak $O(\varepsilon)$ focusing nonlinearities; $k=o(\varepsilon)$ and $h=O(\varepsilon)$ for strong $O(1)$ focusing nonlinearities (when the Krasny Filter [15] is applied). Furthermore, comparisons between the solution of the nonlinear Schrödinger equation and its hydrodynamic semiclassical limit are presented [3].

The note is organized as follows. In section 2 we present the formal semiclassical limit of the NLS (1.1). In section 3 we review time-splitting spectral
method for the NLS (1.1), (1.2) in 1-d. In section 4 we report numerical results for the NLS.

## 2. Formal semiclassical limit

Suppose that the initial datum $u_{0}^{\varepsilon}$ in (1.2) is rapidly oscillating on the scale $\varepsilon$, given in WKB form:

$$
\begin{equation*}
u_{0}^{\varepsilon}(\mathbf{x})=A_{0}(\mathbf{x}) \exp \left(\frac{i}{\varepsilon} S_{0}(\mathbf{x})\right), \quad \mathbf{x} \in \mathbb{R}^{d} \tag{2.1}
\end{equation*}
$$

where the amplitude $A_{0}$ is assumed to decay to zero sufficiently fast as $|\mathbf{x}| \rightarrow$ $\infty$ and the phase $S_{0}$ are smooth real-valued functions. Plugging the radialrepresentation of the wave-function

$$
\begin{equation*}
u^{\varepsilon}(\mathbf{x}, t)=A^{\varepsilon}(\mathbf{x}, t) \exp \left(\frac{i}{\varepsilon} S^{\varepsilon}(\mathbf{x}, t)\right)=\sqrt{\rho^{\varepsilon}(\mathbf{x}, t)} \exp \left(\frac{i}{\varepsilon} S^{\varepsilon}(\mathbf{x}, t)\right) \tag{2.2}
\end{equation*}
$$

into (1.1), one obtains the following quantum hydrodynamic form of the Schrödinger equation for $\rho^{\varepsilon}=\left|A^{\varepsilon}\right|^{2}, J^{\varepsilon}=\rho^{\varepsilon} \nabla S^{\varepsilon}$ [17]

$$
\begin{align*}
& \rho_{t}^{\varepsilon}+\operatorname{div} J^{\varepsilon}=0  \tag{2.3}\\
& J_{t}^{\varepsilon}+\operatorname{div}\left(\frac{J^{\varepsilon} \otimes J^{\varepsilon}}{\rho^{\varepsilon}}\right)+\nabla P\left(\rho^{\varepsilon}\right)+\rho^{\varepsilon} \nabla V+\tau J^{\varepsilon}=\frac{\varepsilon^{2}}{4} \operatorname{div}\left(\rho^{\varepsilon} \nabla^{2} \log \rho^{\varepsilon}\right)
\end{align*}
$$

with initial data

$$
\begin{equation*}
\rho^{\varepsilon}(\mathbf{x}, 0)=\left|A_{0}(\mathbf{x})\right|^{2}, \quad J^{\varepsilon}(\mathbf{x}, 0)=\left|A_{0}(\mathbf{x})\right|^{2} \nabla S_{0}(\mathbf{x}) \tag{2.4}
\end{equation*}
$$

(see Grenier [11], Jüngel [14], Lin and Li [16] for mathematical analyses of this system). Here the hydrodynamic pressure $P(\rho)$ is related to the nonlinear potential $f(\rho)$ by

$$
\begin{equation*}
P(\rho)=\rho f(\rho)-\int_{0}^{\rho} f(s) d s \tag{2.5}
\end{equation*}
$$

i.e. $f^{\prime}$ is the enthalpy. Letting $\varepsilon \rightarrow 0+$, one obtains formally the following Euler system

$$
\begin{align*}
& \rho_{t}+\operatorname{div} J=0  \tag{2.6}\\
& J_{t}+\operatorname{div}\left(\frac{J \otimes J}{\rho}\right)+\nabla P(\rho)+\rho \nabla V+\tau J=0 \tag{2.7}
\end{align*}
$$

Note that $\frac{1}{\tau}$ is the actual relaxation time. In the case $f^{\prime}>0$ we expect (2.6), (2.7) to be the 'rigorous' semiclassical limit of (1.1) as long as caustics do not occur, i.e. in the pre-breaking regime. After caustics the dispersive behavior of the NLS takes over and (2.6), (2.7) is not correct any more. Note that the nonlinear Schrödinger equation (1.1) is time reversible iff $\tau=0$, i.e. iff no current relaxation occurs.

## 3. Time-splitting spectral method

In this section we review the time-splitting spectral method for the NLS (1.1), (1.2) of periodic problems. For nonperiodic problems, Bao [1] recently proposed a time-splitting Chebyshev-spectral method. For simplicity of notation we shall introduce the method in one space dimension $(d=1)$. Generalizations to $d>1$ are straightforward for tensor product grids and the results remain valid without modifications. For $d=1$, the problem becomes

$$
\begin{align*}
& i \varepsilon u_{t}^{\varepsilon}+\frac{\varepsilon^{2}}{2} u_{x x}^{\varepsilon}-V(x) u^{\varepsilon}-f\left(\left|u^{\varepsilon}\right|^{2}\right) u^{\varepsilon}-\varepsilon \tau \arg \left(u^{\varepsilon}\right) u^{\varepsilon}=0  \tag{3.1}\\
& u^{\varepsilon}(x, t=0)=u_{0}^{\varepsilon}(x), a \leq x \leq b  \tag{3.2}\\
& u^{\varepsilon}(a, t)=u^{\varepsilon}(b, t), \quad u_{x}^{\varepsilon}(a, t)=u_{x}^{\varepsilon}(b, t), t>0 \tag{3.3}
\end{align*}
$$

### 3.1 Time-splitting spectral approximations

We choose the spatial mesh size $h=\Delta x>0$ with $h=(b-a) / M$ for $M$ an even positive integer, the time step $k=\Delta t>0$ and let the grid points and the time step be

$$
x_{j}:=a+j h, \quad t_{n}:=n k, \quad j=0,1, \cdots, M, \quad n=0,1,2, \cdots
$$

Let $U_{j}^{\varepsilon, n}$ be the approximation of $u^{\varepsilon}\left(x_{j}, t_{n}\right)$ and $U^{\varepsilon, n}$ be the solution vector at time $t=t_{n}=n k$ with components $U_{j}^{\varepsilon, n}$.

The first-order time-splitting spectral method (SP1). From time $t=t_{n}$ to $t=t_{n+1}$, the NLS equation (3.1) is solved in two steps. One solves first

$$
\begin{equation*}
i \varepsilon u_{t}^{\varepsilon}+\frac{\varepsilon^{2}}{2} u_{x x}^{\varepsilon}=0 \tag{3.4}
\end{equation*}
$$

for one time step (of length $k$ ), followed by solving

$$
\begin{equation*}
i \varepsilon u_{t}^{\varepsilon}-V(x) u^{\varepsilon}-f\left(\left|u^{\varepsilon}\right|^{2}\right) u^{\varepsilon}-\varepsilon \tau \arg \left(u^{\varepsilon}\right) u^{\varepsilon}=0 \tag{3.5}
\end{equation*}
$$

for the same time step. Equation (3.4) will be discretized in space by the Fourier spectral method and integrated in time exactly. For $t \in\left[t_{n}, t_{n+1}\right]$, the ODE (3.5) leaves $\left|u^{\varepsilon}\right|$ invariant in $t$ :

$$
\begin{align*}
\frac{\partial}{\partial t}\left(\left|u^{\varepsilon}\right|^{2}\right) & =-\frac{2}{\varepsilon} \operatorname{Re}\left(i\left(V(x)+f\left(\left|u^{\varepsilon}\right|^{2}\right)+\varepsilon \tau \arg \left(u^{\varepsilon}\right)\right)\left|u^{\varepsilon}\right|^{2}\right) \\
& =0 \tag{3.6}
\end{align*}
$$

(since $V$ and $f$ are real valued) and therefore (3.5) becomes

$$
\begin{equation*}
i \varepsilon u_{t}^{\varepsilon}-V(x) u^{\varepsilon}-f\left(\left|u^{\varepsilon}\left(x, t_{n}\right)\right|^{2}\right) u^{\varepsilon}-\varepsilon \tau \arg \left(u^{\varepsilon}\right) u^{\varepsilon}=0 \tag{3.7}
\end{equation*}
$$

If $\tau=0$, (3.7) can be integrated exactly and the solution is given by

$$
\begin{equation*}
u^{\varepsilon}(x, t)=e^{-i\left(V(x)+f\left(\left|u^{\varepsilon}\left(x, t_{n}\right)\right|^{2}\right)\right)\left(t-t_{n}\right) / \varepsilon} u^{\varepsilon}\left(x, t_{n}\right), t \in\left[t_{n}, t_{n+1}\right] . \tag{3.8}
\end{equation*}
$$

If $\tau \neq 0$, since $\left|u^{\varepsilon}\right|$ remains invariant for the ODE (3.7), we set

$$
\begin{equation*}
u^{\varepsilon}(x, t)=\left|u^{\varepsilon}\left(x, t_{n}\right)\right| \exp \left(\frac{i}{\varepsilon} S^{\varepsilon}(x, t)\right), \quad t \in\left[t_{n}, t_{n+1}\right] \tag{3.9}
\end{equation*}
$$

where $S^{\varepsilon}$ is a function to be determined. Plugging (3.9) into (3.7), using (1.4) and (1.5), one obtains

$$
\begin{align*}
& S_{t}^{\varepsilon}(x, t)+\tau S^{\varepsilon}(x, t)+V(x)+f\left(\left|u^{\varepsilon}\left(x, t_{n}\right)\right|^{2}\right)=0  \tag{3.10}\\
& J^{\varepsilon}(x, t)=\rho^{\varepsilon}\left(x, t_{n}\right) S_{x}^{\varepsilon}(x, t) \tag{3.11}
\end{align*}
$$

Differentiating the equation (3.10) with respect to $x$ gives

$$
\begin{equation*}
J_{t}^{\varepsilon}(x, t)+\tau J^{\varepsilon}(x, t)+\left[V_{x}(x)+f\left(\left|u^{\varepsilon}\left(x, t_{n}\right)\right|^{2}\right)_{x}\right] \rho\left(x, t_{n}\right)=0 \tag{3.12}
\end{equation*}
$$

Solving this ODE, one obtains

$$
\begin{align*}
J^{\varepsilon}(x, t)= & -\left[V_{x}(x)+f\left(\left|u^{\varepsilon}\left(x, t_{n}\right)\right|^{2}\right)_{x}\right] \rho\left(x, t_{n}\right) \frac{1-e^{-\tau\left(t-t_{n}\right)}}{\tau} \\
& +e^{-\tau\left(t-t_{n}\right)} J^{\varepsilon}\left(x, t_{n}\right) . \tag{3.13}
\end{align*}
$$

Substituting (3.12) into (3.11), and using (1.4) and (1.5), we find

$$
\begin{align*}
S_{x}^{\varepsilon}(x, t)= & \frac{J^{\varepsilon}(x, t)}{\rho^{\varepsilon}\left(x, t_{n}\right)}=e^{-\tau\left(t-t_{n}\right)} \varepsilon \operatorname{Im}\left(\frac{u_{x}^{\varepsilon}\left(x, t_{n}\right)}{u^{\varepsilon}\left(x, t_{n}\right)}\right) \\
& -\left[V_{x}(x)+f\left(\left|u^{\varepsilon}\left(x, t_{n}\right)\right|^{2}\right)_{x}\right] \frac{1-e^{-\tau\left(t-t_{n}\right)}}{\tau} \tag{3.14}
\end{align*}
$$

and set

$$
\begin{align*}
\frac{S^{\varepsilon}(x, t)}{\varepsilon}= & e^{-\tau\left(t-t_{n}\right)} \int_{a}^{x} \operatorname{Im}\left(\frac{u_{v}^{\varepsilon}\left(v, t_{n}\right)}{u^{\varepsilon}\left(v, t_{n}\right)}\right) d v \\
& -\left[V(x)+f\left(\left|u^{\varepsilon}\left(x, t_{n}\right)\right|^{2}\right)\right] \frac{1-e^{-\tau\left(t-t_{n}\right)}}{\varepsilon \tau} \\
\equiv & \mathcal{S}^{\varepsilon}\left(u^{\varepsilon}, t\right)-\left[V(x)+f\left(\left|u^{\varepsilon}\left(x, t_{n}\right)\right|^{2}\right)\right] \frac{1-e^{\tau\left(t_{n}-t\right)}}{\varepsilon \tau} \tag{3.15}
\end{align*}
$$

Plugging (3.14) into (3.9), one obtains the solution of (3.5) in the case $\tau \neq 0$. Notice that $S^{\varepsilon}(x, t)$ is determined up to a constant and the choice of the constant does not affect the observables.

The detailed method is given by:

$$
\begin{aligned}
& U_{j}^{\varepsilon, *}=\frac{1}{M} \sum_{l=-M / 2}^{M / 2-1} e^{-i \varepsilon \mu_{l}^{2} k / 2} \widehat{U}_{l}^{\varepsilon, n} e^{i \mu_{l}\left(x_{j}-a\right)}, \quad j=0,1,2, \cdots, M-1 \\
& U_{j}^{\varepsilon, n+1}= \begin{cases}e^{-i\left(V\left(x_{j}\right)+f\left(\left|U_{j}^{\varepsilon, *}\right|^{2}\right)\right) k / \varepsilon} U_{j}^{\varepsilon, *}, & \text { if } \tau=0 \\
e^{-i\left(V\left(x_{j}\right)+f\left(\left|U_{j}^{\varepsilon, *}\right|^{2}\right)\right)\left(1-e^{-k \tau}\right) / \varepsilon \tau+i \mathcal{S}_{j}^{\varepsilon}\left(U^{\varepsilon, *}, k\right)}\left|U_{j}^{\varepsilon, *}\right|, & \text { if } \tau \neq 0\end{cases}
\end{aligned}
$$

where $\widehat{U}_{l}^{\varepsilon, n}$, the Fourier coefficients of $U^{\varepsilon, n}$, are defined as

$$
\begin{equation*}
\mu_{l}=\frac{2 \pi l}{b-a}, \quad \widehat{U}_{l}^{\varepsilon, n}=\sum_{j=0}^{M-1} U_{j}^{\varepsilon, n} e^{-i \mu_{l}\left(x_{j}-a\right)}, l=-\frac{M}{2}, \cdots, \frac{M}{2}-1 \tag{3.16}
\end{equation*}
$$

with

$$
\begin{equation*}
U_{j}^{\varepsilon, 0}=u^{\varepsilon}\left(x_{j}, 0\right)=u_{0}^{\varepsilon}\left(x_{j}\right), \quad j=0,1,2, \cdots, M \tag{3.17}
\end{equation*}
$$

and $\mathcal{S}^{\varepsilon}(U, k)$ is an approximation $\mathcal{S}^{\varepsilon}\left(u^{\varepsilon}, t\right)$ in (3.14). Here we use the composite trapezoidal rule to obtain $\mathcal{S}^{\varepsilon}$ numerically:

$$
\begin{gather*}
\mathcal{S}_{j}^{\varepsilon}(U, t)=e^{-\tau t} \sum_{l=1}^{j} \frac{h}{2} \operatorname{Im}\left(\frac{\left.D_{x}^{s} U\right|_{x=x_{l-1}}}{U_{l-1}}+\frac{\left.D_{x}^{s} U\right|_{x=x_{l}}}{U_{l}}\right),  \tag{3.18}\\
j=1,2, \cdots, M, \quad S_{0}(U, k)=0
\end{gather*}
$$

with $D_{x}^{s}$ the spectral approximation of $\partial_{x}$ :

$$
\begin{equation*}
\left.D_{x}^{s} U\right|_{x=x_{j}}=\frac{1}{M} \sum_{l=-M / 2}^{M / 2-1} i \mu_{l} \widehat{U}_{l} e^{i \mu_{l}\left(x_{j}-a\right)} \tag{3.19}
\end{equation*}
$$

with

$$
\begin{equation*}
\widehat{U}_{l}=\sum_{j=0}^{M-1} U_{j} e^{-i \mu_{l}\left(x_{j}-a\right)}, l=-\frac{M}{2}, \cdots, \frac{M}{2}-1 \tag{3.20}
\end{equation*}
$$

Note that the only time discretization error of this method is the splitting error, which is $O(k)$ for any fixed $\varepsilon>0$. For future reference we define the trigonometric interpolant of a function $f$ on the grid $\left\{x_{0}, x_{1}, \cdots, x_{M}\right\}$ :

$$
\begin{equation*}
f_{I}(x)=\frac{1}{M} \sum_{l=-M / 2}^{M / 2-1} \widehat{f}_{l} e^{i \mu_{l}(x-a)}, \quad \widehat{f_{l}}=\sum_{j=0}^{M-1} f\left(x_{j}\right) e^{-i \mu_{l}\left(x_{j}-a\right)} \tag{3.21}
\end{equation*}
$$

The Strang splitting spectral method (SP2). From time $t=t_{n}$ to $t=t_{n+1}$, we combine the split steps via the standard Strang splitting:

$$
\begin{aligned}
U_{j}^{\varepsilon, *} & =\sum_{l=-M / 2}^{M / 2-1} e^{-i \varepsilon \mu_{l}^{2} k / 4} \widehat{U}_{l}^{\varepsilon, n} e^{i \mu_{l}\left(x_{j}-a\right)}, \quad j=0,1,2, \cdots, M-1, \\
U_{j}^{\varepsilon, * *} & = \begin{cases}e^{-i\left(V\left(x_{j}\right)+f\left(\left|U_{j}^{\varepsilon, *}\right|^{2}\right)\right) k / 2 \varepsilon} U_{j}^{\varepsilon, *}, & \text { if } \tau=0, \\
e^{-i\left(V\left(x_{j}\right)+f\left(\left|U_{j}^{\varepsilon, *}\right|^{2}\right)\right)\left(1-e^{-k \tau}\right) / 2 \varepsilon \tau+i S_{j}^{\varepsilon}\left(U^{\varepsilon, *, k / 2)}\left|U_{j}^{\varepsilon, *}\right|,\right.} & \text { if } \tau \neq 0,\end{cases} \\
\widehat{U}_{l}^{\varepsilon, n+1} & =\frac{1}{M} e^{-i \varepsilon \mu_{l}^{2} k / 4} \sum_{j=0}^{M-1} U_{j}^{\varepsilon, * *} e^{-i \mu_{l}\left(x_{j}-a\right)},
\end{aligned}
$$

where $\widehat{U}_{l}^{\varepsilon, n}$, the Fourier coefficients of the numerical solution $U^{\varepsilon, n}$ at time $t=$ $t_{n}(n=0,1,2, \cdots)$. In this algorithm, we need to do a Fourier transformation (i.e. (3.16) with $n=0$ ) for the initial value $U_{j}^{\varepsilon, 0}=u_{0}^{\varepsilon}\left(x_{j}\right)_{j=0}^{M}$ before time marching and do an inverse Fourier transformation after all time marching to get the solution at the final time step. Again, the overall time discretization error comes solely from the splitting, which is now $O\left(k^{2}\right)$ for fixed $\varepsilon>0$.

Our numerical experiments [3] show that, when $\varepsilon$ is small, SP1 and SP2 work very well for all considered cases except the strong $\mathrm{O}(1)$ focusing nonlinearity, i.e. $f(\rho)=-\beta \rho$ and $\beta=O(1)>0$. In this case, due to the modulational instability (see [4]), the numerical solution is stable but qualitatively wrong for small $\varepsilon$ due to the accumulation of round-off errors. Therefore, we apply the Krasny filter [15] to the solution at each time step (see also [5] for similar applications). That is, we set to zero all the Fourier modes of the numerical solution whose magnitudes are below a certain filter level. This filter is applied only for the strong $O(1)$ focusing nonlinearity. It is no need to be used in all other cases.
The schemes SP1 and SP2 are time reversible, just as the IVP for the NLS, if $\tau=0$. Also, a main advantage of the time-splitting methods is their gauge invariance, when $\tau=0$ in (3.1), just as it holds for the NLS itself. If a constant $\alpha$ is added to the potential $V$, then the discrete wave functions $U_{j}^{\varepsilon, n+1}$ obtained from SP1 and SP2 get multiplied by the phase factor $e^{-i \alpha(n+1) k / \varepsilon}$, which leaves the discrete quadratic observables unchanged. This property does not hold for finite difference scheme.

### 3.2 Stability and error estimates in the linear case

Let $U=\left(U_{0}, \cdots, U_{M-1}\right)^{T}$ and let $\|\cdot\|_{L^{2}}$ and $\|\cdot\|_{l^{2}}$ be the usual $L^{2}$-norm and discrete $l^{2}$-norm respectively on the interval $(a, b)$, i.e.

$$
\begin{equation*}
\|u\|_{L^{2}}=\sqrt{\int_{a}^{b}|u(x)|^{2} d x}, \quad\|U\|_{l^{2}}=\sqrt{\frac{b-a}{M} \sum_{j=0}^{M-1}\left|U_{j}\right|^{2}} \tag{3.22}
\end{equation*}
$$

For the stability of the time-splitting spectral approximations SP1 and SP2, we havethe following lemma $[2,3]$, which shows that the total charge is conserved.

Lemma 3.1. The time-splitting spectral schemes (SP1) and (SP2) are unconditionally stable. In fact, for every mesh size $h>0$ and time step $k>0$,

$$
\begin{equation*}
\left\|U^{\varepsilon, n}\right\|_{l^{2}}=\left\|U^{\varepsilon, 0}\right\|_{l^{2}}=\left\|U_{0}^{\varepsilon}\right\|_{l^{2}}, \quad n=1,2, \cdots \tag{3.23}
\end{equation*}
$$

For constant potential $V(x) \equiv V=\mathrm{constant}, f \equiv 0$ and $\tau=0$ in (1.1), we have the following error estimate for both SP1 and SP2:

Theorem 3.1. Let $u^{\varepsilon}$ be the exact solution of (3.1), (3.3), let $V=$ constant and $u_{I}^{\varepsilon, n}$ be the trigonometric interpolant of $U^{\varepsilon, n}=\left(U_{j}^{\varepsilon, n}\right)_{j=0}^{M-1}$ as obtained from SP1 or SP2. Under assumption (A) [2], we have for all integers $m \geq 1$

$$
\begin{equation*}
\left\|u_{I}^{\varepsilon, n}-u^{\varepsilon}\left(t_{n}\right)\right\|_{L^{2}} \leq D C_{m}\left(\frac{h}{\varepsilon(b-a)}\right)^{m} \tag{3.24}
\end{equation*}
$$

where $D>0$ is a constant.
For variable potential $V=V(x), f \equiv 0$ and $\tau=0$, we have the following error estimate for SP1:

Theorem 3.2. Let $u^{\varepsilon}=u^{\varepsilon}(x, t)$ be the exact solution of (3.1), (3.3) and $U^{\varepsilon, n}$ be the discrete approximation SP1. Under assumption (B) [2], and assuming $k=O(\varepsilon), h=O(\varepsilon)$, we have for all positive integers $m \geq 1$ and $t_{n} \in[0, T]:$

$$
\begin{equation*}
\left\|u^{\varepsilon}\left(t_{n}\right)-u_{I}^{\varepsilon, n}\right\|_{L^{2}} \leq G_{m} \frac{T}{k}\left(\frac{h}{\varepsilon(b-a)}\right)^{m}+\frac{C T k}{\varepsilon} \tag{3.25}
\end{equation*}
$$

where $C$ is a positive constant independent of $\varepsilon, h, k$ and $m$ and $G_{m}$ is independent of $\varepsilon, h, k$.


Figure 1: Numerical solutions at $t=0.5$ in the Example for the strong $O(1)$ defocusing nonlinearity by using SP2. $V(x) \equiv 0, f(\rho)=\rho, \tau=0$. '-': 'exact' solution, ' +++ ': numerical solution. a). $\varepsilon=0.04, k=0.01, h=\frac{1}{32}$, b). $\varepsilon=0.01, k=0.0025, h=\frac{1}{128}$, c). $\varepsilon=0.0025, k=0.000625, h=\frac{1}{512}$. Here $h=O(\varepsilon), k=O(\varepsilon)$.

## 4. Numerical examples

Here we consider an example of strong $O(1)$ defocusing nonlinearity,

$$
V(x) \equiv 0, \quad f(\rho)=\rho, \quad \tau=0
$$

In our computations, the initial condition (3.2) is always chosen in the classical WKB form:

$$
\begin{equation*}
u^{\varepsilon}(\mathbf{x}, t=0)=u_{0}^{\varepsilon}(\mathbf{x})=A_{0}(\mathbf{x}) e^{i S_{0}(\mathbf{x}) / \varepsilon}=\sqrt{\rho_{0}(\mathbf{x})} e^{i S_{0}(\mathbf{x}) / \varepsilon} \tag{4.1}
\end{equation*}
$$

with $A_{0}$ and $S_{0}$ independent of $\varepsilon$, real valued, regular and with $A_{0}(\mathbf{x})$ decaying to zero sufficiently fast as $|\mathbf{x}| \rightarrow \infty$. We compute with SP2 on the interval $[-8,8]$, which is large enough for the computations such that the periodic boundary conditions do not introduce a significant (aliasing) error relative to the whole space problem. The initial condition is taken as

$$
A_{0}(x)=\left\{\begin{array}{ll}
1-|x|, & |x|<1,  \tag{4.2}\\
0, & \text { otherwise; }
\end{array} \quad S_{0}(x)=-\ln \left(e^{x}+e^{-x}\right), x \in \mathbb{R}\right.
$$

To test the numerical method, for each fixed $\varepsilon$, we compute the numerical solution with a very fine mesh, e.g. $h=\frac{1}{4096}$, and a very small time step, e.g. $k=0.00001$, as the reference 'exact' solution $u^{\varepsilon}$. Figure 1 shows the numerical results at $t=0.5$ with $\varepsilon=0.04, k=0.01, h=\frac{1}{32} ; \varepsilon=0.01$, $k=0.0025, h=\frac{1}{128} ; \varepsilon=0.0025, k=0.000625, h=\frac{1}{512}$, corresponding to the meshing strategy $h=O(\varepsilon)$ and $k=O(\varepsilon)$.

Figure 1 seems to suggest the following meshing strategy in order to guarantee good approximations of observables for defocusing nonlinearity: $h=O(\varepsilon)$ and $k=O(\varepsilon)$.

For more numerical experiments on various Schrödinger equations see [2, 3].
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#### Abstract

This paper is devoted to a class of inverse problems arising in the testing of semiconductor devices, namely the identification of doping profiles from indirect measurements of the current or the voltage on a contact. In mathematical terms, this can be modeled by an inverse source problem for the drift-diffusion equations, which are a coupled system of elliptic or parabolic partial differential equations.

We discuss these inverse problems in a stationary and a transient setting and compare these two cases with respect to their mathematical properties. In particular, we discuss the identifiability of doping profiles in the model problem of the unipolar drift-diffusion system. Finally, we investigate the important special case of a piecewise constant doping profile, where the aim is to identify the p-n junctions, i.e., the curves between regions where the doping profile takes positive and negative values.


## 1. Introduction

Due to their tremendous impact on modern electronics, the mathematical modeling of semiconductor devices has developed well in the last fifty years, since Van Roosbroeck (cf.[20]) first formulated the fundamental semiconductor

[^2]device equations (see Section 2 for an overview). For a detailed expositions concerning the modeling, analysis and simulation of semiconductor devices we refer to the monographs $[12,14,17]$ and for an overview of recent advances and hierarchies of models we refer to [9].

Although of increasing technological importance, optimal design and identification problems related to semiconductor devices seem to be poorly understood so far. Only recently, there was some effort in optimizing the performance of devices (cf. e.g. [8, 18, 19]) and in identifying relevant material properties (cf. [4, 10]). The position-dependent function $C=C(x)$ to be identified or optimized is the doping profile, which is the density difference of ionized donors and acceptors. In some cases (e.g. for the p-n diode discussed below), it may be assumed that the doping profile is piecewise constant over the device; the interesting quantities are then the curves or surfaces between the subdomains where the doping is constant. These curves are usually called pn-junctions, when they separate subdomains where the doping profile takes positive and negative values, respectively. In the most important doping technique of silicon devices, ion implantation, it is only possible to obtain a rough estimate of the doping profile by process modeling (cf. e.g. [17] for further details). In order to determine the real doping profile, reconstruction methods from indirect data have to be used. We shall use the notion inverse doping problem introduced in [4] for the identification of the doping profile in general.

## 2. Stationary and Transient Semiconductor Equations

In the following we review the drift-diffusion (DD) model for semiconductor devices, both in the stationary and transient case. The drift-diffusion model is a coupled system of nonlinear partial differential equations for the electrostatic potential $V$, the electron density $n(\geq 0)$ and the hole density $p(\geq 0)$, which is solved in a domain $\Omega \subset \mathbf{R}^{d}(d=1,2,3)$ representing the semiconductor device and in a time interval $[0, T]$ in the transient case.

### 2.1 The Transient DD-Model

The drift-diffusion equations in the transient case are given by (cf. [14])

$$
\begin{aligned}
0 & =\operatorname{div}\left(\epsilon_{s} \nabla V\right)-q(n-p-C) & & \text { in } \Omega \times(0, T) \\
\frac{\partial n}{\partial t} & =\operatorname{div}\left(D_{n} \nabla n-\mu_{n} n \nabla V\right) & & \text { in } \Omega \times(0, T) \\
\frac{\partial p}{\partial t} & =\operatorname{div}\left(D_{p} \nabla p+\mu_{p} p \nabla V\right) & & \text { in } \Omega \times(0, T)
\end{aligned}
$$

where $\epsilon_{s}$ denotes the semiconductor permittivity, $q$ the elementary charge, $\mu_{n}$ and $\mu_{p}$ are the electron and hole mobility, $D_{n}$ and $D_{p}$ are the electron and hole diffusion coefficients. $R$ denotes the recombination-generation rate, which
generally depends on $n$ and $p$. We assume that $R$ is of the standard form

$$
\begin{equation*}
R=F(n, p, x)\left(n p-n_{i}^{2}\right) \tag{2.1}
\end{equation*}
$$

where $F$ is a nonnegative smooth function, which holds e.g. for the frequently used Shockley-Read-Hall rate

$$
R_{S R H}=\frac{n p-n_{i}^{2}}{\tau_{p}\left(n+n_{i}\right)+\tau_{n}\left(p+n_{i}\right)}
$$

The parameters $\epsilon_{S}$ and $q$ are positive (dimensional) constants and $\mu_{n / p}$ and $D_{n / p}$ are modeled by positive functions.

This system is supplemented by homogeneous Neumann boundary conditions on a part $\partial \Omega_{N}$ (open in $\partial \Omega$ ) of the boundary. On the remaining part $\partial \Omega_{D}$ (with positive $(d-1)$-dimensional Lebesgue-measure), the following Dirichlet conditions are imposed:

$$
\begin{aligned}
V(x, t) & =V_{D}(x, t)=U(x, t)+V_{b i}(x)=U(x)+U_{T} \ln \left(\frac{n_{D}(x)}{n_{i}}\right) \\
n(x, t) & =n_{D}(x)=\frac{1}{2}\left(C(x)+\sqrt{C(x)^{2}+4 n_{i}^{2}}\right) \\
p(x, t) & =p_{D}(x)=\frac{1}{2}\left(-C(x)+\sqrt{C(x)^{2}+4 n_{i}^{2}}\right)
\end{aligned}
$$

on $\partial \Omega_{D} \times(0, T)$, where $n_{i}$ is the intrinsic carrier density, $U_{T}(\geq 0)$ the thermal voltage and $U$ is the applied potential. Moreover, the initial conditions

$$
\begin{equation*}
n(x, 0)=n_{0}(x) \geq 0, \quad p(x, 0)=p_{0}(x) \geq 0 \quad \text { in } \Omega \tag{2.2}
\end{equation*}
$$

have to be supplied.

### 2.2 The Stationary DD-Model

The stationary drift-diffusion model is obtained from the transient case by setting

$$
\frac{\partial n}{\partial t}=\frac{\partial p}{\partial t}=0
$$

and omitting the initial conditions. Using the Einstein relations, which are standard assumptions about the mobilities and diffusion coefficients of the form

$$
\begin{equation*}
D_{n}=\mu_{n} U_{T}, \quad D_{p}=\mu_{p} U_{T} \tag{2.3}
\end{equation*}
$$

we may transform the system using the so-called Slotboom variables $u$ and $v$ defined by

$$
\begin{equation*}
n=C_{0} \delta^{2} e^{V / U_{T}} u, \quad p=C_{0} \delta^{2} e^{-V / U_{T}} v \tag{2.4}
\end{equation*}
$$

where $\delta^{2}=\frac{n_{i}}{C_{0}}$ with a typical value $C_{0}$ for the doping profile, which is also scaled by $C_{0}$. Rescaling all quantities to non-dimensional analogues (cf. [14] for further details) we obtain the system

$$
\begin{align*}
\lambda^{2} \Delta V & =\delta^{2}\left(e^{V} u-e^{-V} v\right)-C & & \text { in } \Omega  \tag{2.5}\\
\operatorname{div} J_{n} & =\delta^{4} Q(u, v, V, x)(u v-1) & & \text { in } \Omega  \tag{2.6}\\
\operatorname{div} J_{p} & =-\delta^{4} Q(u, v, V, x)(u v-1) & & \text { in } \Omega  \tag{2.7}\\
J_{n} & =\mu_{n} \delta^{2} e^{V} \nabla u & & \text { in } \Omega  \tag{2.8}\\
J_{p} & =-\mu_{p} \delta^{2} e^{-V} \nabla v & & \text { in } \Omega \tag{2.9}
\end{align*}
$$

where $\lambda^{2}$ is a positive constant and $Q$ is defined via the relation $F(n, p, x)$ $=Q(u, v, V, x)$. The new variables $J_{n}$ and $J_{p}$ are the scaled electron and hole current densities; the above mixed formulation seems to be natural for cases where one is interested in these quantities, since it contains them explicitly. Unless specified otherwise, we shall set $\delta$ to 1 in the sequel.

The Dirichlet boundary conditions can be written as

$$
\begin{array}{rlr}
V & =U+V_{b i}=U+\ln \left(\frac{1}{2 \delta^{2}}\left(C+\sqrt{C^{2}+4 \delta^{2}}\right)\right) & \\
& \text { on } \partial \Omega_{D} \\
u & =e^{-U} &  \tag{2.12}\\
v & =e^{U} & \\
& \text { on } \partial \Omega_{D} \\
&
\end{array}
$$

On the remaining part $\partial \Omega_{N}=\partial \Omega-\partial \Omega_{D}$, the homogeneous Neumann conditions can be formulated in terms of $J_{n}$ and $J_{p}$, i.e.,

$$
\begin{equation*}
\frac{\partial V}{\partial \nu}=J_{n} \cdot \nu=J_{p} \cdot \nu=0 \quad \text { on } \partial \Omega_{N} \tag{2.13}
\end{equation*}
$$

We note that the mobilities $\mu_{n}$ and $\mu_{p}$ generally depend on the electric field strength, i.e, on $|\nabla V|$ in a realistic model. Such a dependence could be incorporated in our subsequent analysis. However, since the technical details one has to deal with in this general case do not contribute to the understanding of inverse doping problems and their solution, we will assume that $\mu_{n}$ and $\mu_{p}$ are positive constants in the following.Also, for the sake of simplicity we shall henceforth use $F \equiv 0$, i.e., no recombination-generation.

## 3. Available Data

In a typical experiment, measurements are always taken on the boundary of the device, more precisely on a contact $\Gamma_{1} \subset \partial \Omega_{D}$. In the following we will therefore use the notation

$$
\Sigma_{1}:= \begin{cases}\Gamma_{1} & \text { in the stationary case } \\ \Gamma_{1} \times(0, T) & \text { in the transient case }\end{cases}
$$

For general semiconductor devices, two different types of data can be measured, namely:

- Voltage-Current Data (denoted by $I_{U}$ ) are given by measurements of the normal component of the current density $J:=\left(J_{n}+J_{p}\right)$ on $\Sigma_{1}$, i.e.,

$$
\begin{equation*}
I_{U}:=\left.\left(J_{n}+J_{p}\right)\right|_{\Sigma_{1}} \tag{3.1}
\end{equation*}
$$

for all applied voltages $U \in \mathcal{U}$, where $\mathcal{U}$ is an appropriate class of functions on $\partial \Omega_{D}$ in the stationary and on $\partial \Omega_{D} \times(0, T)$ in the transient case.

- Capacitance Data (denoted by $Q_{\Phi}$ ) around the voltage $U$ are measurements of the variation of the electric flux in normal outward direction ( $\frac{\partial V}{\partial \nu}$ on $\Sigma_{1}$ ) with respect to the voltage $\Phi$, i.e.,

$$
\begin{equation*}
Q_{\Phi}:=\left.\lim _{s \rightarrow 0} s^{-1}\left(\frac{\partial V^{s \Phi+U}}{\partial \nu}-\frac{\partial V^{U}}{\partial \nu}\right)\right|_{\Sigma_{1}} \tag{3.2}
\end{equation*}
$$

for all voltages $\Phi \in \mathcal{U}$, where $V^{\Phi}$ denotes the solution of the Poisson equation with $U=\Phi$ and $\mathcal{U}$ is as above. For simplicity we assume that $U \equiv 0$ in the following, i.e., we are interested in capacitance data around equilibrium.

Using well-posedness and regularity results for the solutions of the stationary and transient DD-model, one can show that for given doping profile $C$, both current and capacitance are well-defined outputs for appropriate choices of the applied voltage $U$. In the stationary case, "appropriate" means smoothness (e.g. $U \in H^{\frac{3}{2}}\left(\partial \Omega_{D}\right)$ ) and we assume (for linearized stability of the DD system) smallness of $U$ (cf. [4]), since hysteresis might occur for large voltages (cf. [14] for examples of non-unique solutions). In the transient case, a smallness assumption on $U$ is not necessary, which is due to the fact the transient DDmodel and its linearization are invertible for arbitrarily large applied voltage (cf. [13]).

The computation of the current consists of solving the DD-equations and evaluation of a trace type operator, which can be realized numerically by standard tools. The computation of the capacitance is more involved, since it requires the solution of the DD-model and its linearization. At equilibrium, i.e., $U \equiv 0$, the electron and hole density are given by $n^{0}=e^{V}, p^{0}=e^{-V}$ with the corresponding Slotboom variables $u^{0}=v^{0}=1$. The potential $V^{0}$ solves the Poisson equation

$$
\begin{equation*}
\lambda^{2} \Delta V^{0}=\delta^{2}\left(e^{V^{0}}-e^{-V^{0}}\right)-C \tag{3.3}
\end{equation*}
$$

subject to the boundary conditions given above with $U \equiv 0$ (note that this holds both in the transient as in the stationary case). The capacitance can now
be computed by a linearization of the drift-diffusion model with respect to the applied voltage, i.e., it is given by

$$
\begin{equation*}
Q_{\Phi}=\left.\frac{\partial \hat{V}}{\partial \nu}\right|_{\Sigma_{1}} \tag{3.4}
\end{equation*}
$$

where in the transient case $(\hat{V}, \hat{n}, \hat{p})$ solves the linearized equations (given here after scaling)

$$
\begin{align*}
0 & =\lambda^{2} \Delta \hat{V}-q(\hat{n}-\hat{p})  \tag{3.5}\\
\frac{\partial \hat{n}}{\partial t} & =\operatorname{div}\left(\mu_{n}\left(\nabla \hat{n}-\hat{n} \nabla V^{0}-e^{V^{0}} \nabla \hat{V}\right)\right)  \tag{3.6}\\
\frac{\partial \hat{p}}{\partial t} & =\operatorname{div}\left(\mu_{p}\left(\nabla \hat{p}+\hat{p} \nabla V^{0}+e^{-V^{0}} \nabla \hat{V}\right)\right) \tag{3.7}
\end{align*}
$$

in $\Omega \times(0, T)$, subject to homogenous initial conditions, homogeneous Neumann boundary conditions on $\partial \Omega_{N}$, and the Dirichlet boundary conditions

$$
\begin{equation*}
\hat{V}=\Phi, \quad \hat{n}=\hat{p}=0 \tag{3.8}
\end{equation*}
$$

on $\partial \Omega_{D}$. Again, in the stationary case, the boundary conditions remain the same and the corresponding differential equations are obtained from the transient ones by setting $\frac{\partial n}{\partial t}=\frac{\partial p}{\partial t}=0$.

The above formulation of the data set is a rather general one, in specific applications one usually has to deal with some of the following choices for the function class $\mathcal{U}$ :

- Full data: here $\mathcal{U}$ denotes a linear function space of admissible applied voltages, e.g., $\mathcal{U}=H^{\frac{3}{2}}\left(\partial \Omega_{D}\right)$ in the stationary case. This case is a mathematical idealization of a situation with a very large number of measurements. For full data, the identification problem has many analogies to the important field of impedance tomography (cf. [6, 11]).
- Parameterized data set: in this case $\mathcal{U}$ is a special function class that can be parametrized using parameters $s_{j} \in(-S, S), j=1, \ldots, m$, with some $S \in \mathbf{R}_{+}$. Of particular importance is the case where $U$ is piecewise constant on some disjoint sets $\Gamma_{j} \subset \partial \Omega_{D}$, which represent different ohmic contacts. The parameter $s_{j}$ denotes the voltage applied on the $j$-th contact.
- Finite number of measurements: here $\mathcal{U}$ consists of a finite number $N$ of functions $U_{j}, j=1, \ldots, N$ on $\partial \Omega_{D}$ (and possible in the time interval $(0, T)$ ).

A frequently appearing special case is the one with a single measurement, i.e., the preceding case with $N=1$.

An immediate observation for all cases of data is that the amount of available data is much larger in the transient case than in the stationary case. Together with the simpler mathematical analysis, this clearly makes the transient case favourable. However, under practical conditions it is not always possible to obtain meaningful transient measurements, since the time variation only occurs in a small initial time layer. Therefore one has to use either the stationary or the transient model dependent on the specific application.

For the sake of simplicity, we restrict our attention here to the case of a finite number of applied potentials, with measured current or capacitance (or both of them). Under the standard conditions on the applied potential $U$ and the domain $\Omega$ one can show that current and capacitance are well-defined on a contact $\Gamma \subset \partial \Omega_{D}$.

## 4. Identification of Doping Profiles

In the following we discuss some mathematical problems concerned with the identification of spatially varying doping profiles. The domain of admissible doping profiles $C$ is given by

$$
\begin{equation*}
\mathcal{D}:=\left\{C \in L^{2}(\Omega) \mid \underline{C} \leq C \leq \bar{C} \text { a.e. in } \Omega\right\} \tag{4.1}
\end{equation*}
$$

for some constants $\underline{C}, \bar{C} \in \mathbf{R}$.
All the above cases can be transformed to the standard form for an inverse problem, namely the nonlinear operator equation

$$
\begin{equation*}
F(C)=Y^{\delta} \tag{4.2}
\end{equation*}
$$

where $F$ stands for the parameter-to-output map

$$
\begin{align*}
F: \mathcal{D} & \rightarrow \\
& \rightarrow L^{2}\left(\Sigma_{1}\right)^{N}  \tag{4.3}\\
& C
\end{align*} \mapsto\left(I_{U_{j}}\right)_{j=1, \ldots, N}
$$

for current measurements, and

$$
\begin{align*}
& F: \mathcal{D} \rightarrow \\
& C L^{2}\left(\Sigma_{1}\right)^{N}  \tag{4.4}\\
& C \mapsto \\
&\left(Q_{\Phi_{j}}\right)_{j=1, \ldots, N}
\end{align*}
$$

for capacitance measurements. The right-hand side $Y^{\delta}$ represents noisy current or capacitance data, and we assume that the data error is bounded by $\delta$, i.e.,

$$
\begin{equation*}
\left\|Y^{\delta}-Y\right\|_{L^{2}\left(\Sigma_{1}\right)^{N}} \leq \delta \tag{4.5}
\end{equation*}
$$

for the exact data $Y$.
We are now able to state the following result on the parameter-to-output operator, for a proof in the stationary case we refer to [4] and in the transient case to [5]:

Theorem 1. The parameter-to-output map $F$ is well-defined by (4.3) respectively (4.4) and Frèchet-differentiable on $\mathcal{D}$.

The well-definedness and differentiability of the operator $F$ enables the application of iterative regularization methods for the solution of the identification problem, such as the Landweber iteration

$$
\begin{equation*}
C_{k+1}=C_{k}-\omega F^{\prime}\left(C_{k}\right)^{*}\left(F\left(C_{k}\right)-Y^{\delta}\right) \tag{4.6}
\end{equation*}
$$

with appropriate damping parameter $\omega \in \mathbf{R}_{+}$, or Newton-type methods, e.g., the Levenberg-Marquardt method

$$
\begin{equation*}
C_{k+1}=C_{k}-\left(F^{\prime}\left(C_{k}\right)^{*} F^{\prime}\left(C_{k}\right)+\alpha_{k}\right)^{-1} F^{\prime}\left(C_{k}\right)^{*}\left(F\left(C_{k}\right)-Y^{\delta}\right) \tag{4.7}
\end{equation*}
$$

where $\left(\alpha_{k}\right)_{k \in \mathbf{N}}$ is a sequence of positive real numbers. We mention that the evaluation of the directional derivative $F^{\prime}(C) \hat{C}$ and of the adjoint $F^{\prime}\left(C_{k}\right)^{*} \hat{Y}$ require the solution of a linear system similar to the original drift-diffusion equations, which causes a high effort in the numerical solution of the identification problem. We refer to Burger et al [4] for the iterative regularization of the inverse doping problem (4.2) and to [7] for a unified overview of iterative regularization methods.

In the remaining part of this section we focus on a fundamental question in the identification of parameters from indirect measurements:

> Do the data determine the doping profile uniquely, respectively which set of data is suffficient for uniquely determining the doping profile?

The mathematical equivalent of this question is called identifiabilty (cf. [1]) and means to investigate the injectivity of the parameter-to-output map $F$, which is a difficult task for inverse doping problems as we shall see below. Therefore we restrict our attention to the special case of unipolarity, where a rigorous analysis can be carried out. The unipolar drift diffusion equations arise from the original DD-system by setting $p \equiv 0$ in $\Omega$. We start this discussion in the stationary case, where a large amount of data is necessary in order to ensure identifiability. In the transient case we shall show that even a single measurement of capacitance and current can determine the doping profile uniquely.

### 4.1 Stationary Inverse Doping

We start our investigation of stationary inverse doping problems with the spatially one-dimensional case, i.e., $\Omega=(0, L)$. We assume without restriction of generality that the voltage is applied at $x=0$ and the measurements of current and capacitance are taken at $x=L$. Even if we are able to measure both, a single measurement consists only of two real numbers, which can clearly not suffice to identify the doping profile as a function of the spatial variable $x$. Full
data in this case means to measure current and capacitance as a function of the applied voltage $U \in(-r, r)$ with appropriate $r \in \mathbf{R}^{+}$, respectively the variation of the voltage $\Phi \in \mathbf{R}$.

At a first glance it seems possible to identify the doping profile from full data, since the data are now a function of one variable and, roughly speaking, of the same dimensionality as the parameter to be identified. However, the information content in the data is much smaller, which can be seen very easily for capacitance measurements. Here the map $\Phi \mapsto Q_{\Phi}$ is affinely linear because it only consists in solving the linearized drift-diffusion equations and evaluating a linear trace operator. Since an affinely linear function of one variable can be characterized by two real numbers, the information content is the same as if one would measure the capacitance at only two different values $\Phi \in \mathbf{R}$ and hence cannot suffice to determine the doping profile uniquely. For current measurements a similar argument holds, since it can be shown that the current behaves around $U=0$ like an exponential function of $U$ (cf. [14]).

In two spatial dimensions, the situation is different. Here a single measurement of current or capacitance is given by a function of one spatial variable over the contact $\Gamma_{1}$. Of course, a single measurement is again not sufficient for identifiability of the doping profile, which is a function over the two-dimensional domain $\Omega$, but by exploiting similarities to electrical impedance tomography (cf. $[6,15])$ we may argue that full data are sufficient, which we shall rigourously prove in a special case below.

As a starting point for the analysis we investigate the unipolar drift-diffusion system around equilibrium, i.e., its linearization with respect to the voltage at $U=0$. Since $p=0$, this implies $u \equiv 1, v \equiv 0$ and the linearization $\hat{v}$ solves the elliptic differential equation

$$
\begin{equation*}
\operatorname{div}\left(e^{V^{0}} \nabla \hat{u}\right)=0 \quad \text { in } \Omega \tag{4.8}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{equation*}
\hat{u}=\Phi \quad \text { on } \partial \Omega_{D}, \quad \frac{\partial \hat{u}}{\partial \nu}=0 \quad \text { on } \partial \Omega_{N} . \tag{4.9}
\end{equation*}
$$

The function $V^{0}$ is the solution of the Poisson equation at equilibrium, i.e.,

$$
\begin{equation*}
\Delta V^{0}=e^{V^{0}}-C \quad \text { in } \Omega \tag{4.10}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
V^{0}=V_{b i} \quad \text { on } \partial \Omega_{D}, \quad \frac{\partial V^{0}}{\partial \nu}=0 \quad \text { on } \partial \Omega_{N} . \tag{4.11}
\end{equation*}
$$

The output current in this case can be identified after rescaling with the Neumann boundary data of $\hat{u}$, i.e.,

$$
\begin{equation*}
I_{\Phi}:=\left.\frac{\partial \hat{u}}{\partial \nu}\right|_{\Gamma_{1}} . \tag{4.12}
\end{equation*}
$$

From the standard theory of elliptic differential equations one may conclude that for a domain $\Omega$ with regular boundary, there is a one-to-one relation between functions $V^{0} \in H^{2}(\Omega)$ satisfying the Poisson equation and potentials $C \in L^{2}(\Omega)$. This motivates the investigation of the identifiability of $V^{0} \in H^{2}(\Omega)$ in (4.8) directly, since for known potential $V^{0}$ the doping profile is determined uniquely by (4.10). The identifiability of the potential $V^{0}$ in (4.8), respectively the identifiability of the conductivity $a=e^{V^{0}}$ has been investigated by Nachman [15] with a positive answer only in the case of full data, which leads to the following result:
Theorem 2. Let $\Omega \subset \mathbf{R}^{2}$ be a bounded Lipschitz domain, $\Gamma_{1}=\partial \Omega_{D}=\partial \Omega$, and let for two doping profiles $C_{1}$ and $C_{2}$ in $\mathcal{D}$ denote their output currents by $I_{\Phi}^{1}$ and $I_{\Phi}^{2}$ obtained from linearization around equilibrium. Then the equality

$$
I_{\Phi}^{1}=I_{\Phi}^{2}, \quad \forall \Phi \in H^{\frac{3}{2}}(\partial \Omega)
$$

implies $C_{1}=C_{2}$.

### 4.2 Transient Inverse Doping

We have seen in the previous section that the identification in the stationary case makes no sense for spatial dimension one. In the transient case, the situation is different, because a second dimension is added via the time variable. If we measure current and capacitance over a time interval $(0, T)$, the dimensionality of the data is the same as of the doping profile, namely that of functions over an interval. Since there are many examples of parabolic identification problems, where a measurement on the boundary over some time interval determines a spatially distributed parameter uniquely (cf. [11] and the references therein), it seems reasonable that one can identify the doping profile from a single transient measurement.

For a rigorous justification of the identifiability, we consider the model problem of the unipolar transient drift-diffusion equations in $\Omega=(0, L)$. After appropriate scaling (setting $\mu_{n}=1$ ), they are given by

$$
\begin{align*}
0 & =\lambda^{2} \frac{\partial^{2} V}{\partial x^{2}}-n+C & & \text { in }(0, L) \times[0, T]  \tag{4.13}\\
\frac{\partial n}{\partial t} & =\frac{\partial}{\partial x}\left(\frac{\partial n}{\partial x}-n \frac{\partial V}{\partial x}\right) & & \text { in }(0, L) \times[0, T] \tag{4.14}
\end{align*}
$$

subject to appropriate Dirichlet boundary conditions for $n$ and $V$ at $x=0$ and $x=L$, and the initial condition

$$
\begin{equation*}
n(x, 0)=n_{0}(x) \geq 0 \tag{4.15}
\end{equation*}
$$

We assume that the potential $U=U(t)$ is applied at $x=0$, i.e.,

$$
\begin{equation*}
V(0, t)=U(t)+V_{D}(0), \quad V(1, t)=V_{D}(1) \tag{4.16}
\end{equation*}
$$

Introducing the antiderivatives $N$ and $D$ determined by

$$
\begin{equation*}
\frac{\partial N}{\partial x}=n, \quad N(L, .)=0, \quad D_{x}=C, \quad D(L)=0 \tag{4.17}
\end{equation*}
$$

for all $t \in[0, T]$, we can integrate (4.13) to

$$
\begin{equation*}
\lambda^{2} \frac{\partial V}{\partial x}=N-D+\alpha \tag{4.18}
\end{equation*}
$$

where $\alpha=\alpha(t)$. Thus, the system (4.13), (4.14) can be reduced to the single equation

$$
\begin{equation*}
\frac{\partial N}{\partial t}=J+\beta=\frac{\partial^{2} N}{\partial x^{2}}-\lambda^{-2} \frac{\partial N}{\partial x}(N-D)-\frac{\partial N}{\partial x} \alpha+\beta \tag{4.19}
\end{equation*}
$$

where $\alpha$ and $\beta$ are functions of time only, which have to be determined from boundary data. Using the boundary values of $N$ and $D$ at $x=L$, we deduce $\alpha(t)=\lambda^{2} \frac{\partial V}{\partial x}(L, t)$. Moreover, the current $J$ at $x=1$ determines $\beta$, since

$$
0=\frac{\partial N}{\partial t}(L, t)=J(L, t)+\beta(t)
$$

I.e., under the knowledge of $\frac{\partial V}{\partial x}(L, t)$ and $J(L, t)$, the reconstruction of the doping profile $C$ in the unipolar case reduces to the identification of the spatially varying source $D$ in the parabolic equation (4.19) from the overposed boundary data for $\frac{\partial N}{\partial x}$ at $x=0, L$ and $N$ at $x=L$. Using results for parabolic inverse problems based on Carleman estimates, we may derive the following result (cf. [5]):

Theorem 3. Let $C \in C^{1,1}(\Omega), \frac{d U}{d t}(s) \neq 0$ for some $s \in(0, T)$ and assume that $\frac{\partial V}{\partial x}(L, t)$ and

$$
J(L, t)=\frac{\partial n}{\partial x}(L, T)-n(L, T) \frac{\partial V}{\partial x}(L, t)
$$

are known in a finite time interval $(0, T)$ and $\frac{\partial V}{\partial x}(L,.) \in C^{1,1}(0, T)$. Then the solution $(n, V, C)$ of the unipolar identification problem is uniquely determined.

In two spatial dimensions, the situation is similar, since we want to identify a function on $\Omega \subset \mathbf{R}^{2}$ from a measurement on $\Gamma_{1} \times(0, T) \subset \mathbf{R}^{2}$. However, there are no rigorous results on the multi-dimensional inverse doping profile yet. Nonetheless, there is hope to derive uniqueness results at least in special cases, which raises important problems for future research.

## 5. Identification of $\mathbf{P}-\mathbf{N}$ Junctions

Finally, we consider the case, where the doping profile is a piecewise constant function of position. We assume that there exists a decomposition $\bar{\Omega}=\overline{\Omega_{P}} \cup \overline{\Omega_{N}}$ and values $C_{+} \in \mathbf{R}_{+}, C_{-} \in \mathbf{R}_{-}$, such that

$$
\begin{equation*}
C \equiv C_{+} \quad \text { in } \Omega_{P}, \quad C \equiv C_{-} \quad \text { in } \Omega_{N} . \tag{5.1}
\end{equation*}
$$

Both $\Omega_{N}$ and $\Omega_{P}$ shall only consist of a finite number of connected components. Under this a-priori information it seems now reasonable to consider also the stationary case with a finite number of measurements.

In the case of one spatial dimension, we only have to identify a finite number of points $x_{j} \in(0, L)$ that mark the location of the p-n junction. This seems possible from voltage and capacitance measurements if the number of junctions is not too large. E.g., for a p-n diode, which is a device where the $\Omega_{N}$ and the $\Omega_{P}$ region consist of only one connected component each, one only seeks the location of one junction, i.e., a single real value in the interval $(0, L)$, which seems reasonable to be determined from a single measurement of the current or the capacitance. We will rigorously prove the identifiability of the p-n junction for a unipolar $\mathrm{p}-\mathrm{n}$ diode in the following section.

In two spatial dimensions one may argue again that a single measurement on a contact is sufficient for identifiability of the p-n diode, which is now a curve, i.e., a function of one variable (the arclength parameter). We will investigate the identification in a special case, namely a p-n diode with zero space charge and low injection below; for this problem the identification of the $\mathrm{p}-\mathrm{n}$ junction reduces to an inverse boundary problem for the Laplace equation and one can rigorously prove identifiability. However, it is well-known that such inverse problems are severely ill-posed, i.e., measurement errors are amplified dramatically. Typically, stability estimates for the unknown boundaries in such problems are only of logarithmic type with respect to the data error $\delta$ (cf. e.g. [2]).

### 5.1 A Unipolar P-N Diode in $\mathbf{R}^{\mathbf{1}}$

In the following we investigate a simple identification problem for a onedimensional p-n diode ( $\Omega=(0, L)$ ) in the unipolar case. The linearization around equilibrium ( $U=0$, as a system for the equilibrium potential $V^{0}$ and the perturbation $\hat{u}$ of $u$ ) in Slotboom variables reads

$$
\begin{equation*}
\lambda^{2} \frac{\partial^{2} V^{0}}{\partial x^{2}}=e^{V^{0}}-C \quad \frac{\partial}{\partial x}\left(e^{V^{0}} \frac{\partial \hat{u}}{\partial x}\right)=0 \tag{5.2}
\end{equation*}
$$

in $\Omega$, with Dirichlet boundary conditions for $V^{0}$ and $\hat{u}$ at $x=0$ and $x=L$. If we are given the linearized current $J=e^{V^{0}} \frac{\partial \hat{u}}{\partial x}$ at $x=0$, we may conclude that

$$
\frac{\partial \hat{u}}{\partial x}=e^{-V^{0}} J \quad \text { in } \Omega
$$

With the given Dirichlet boundary values $u(0)$ and $u(L)$ we can reduce the identification of the p-n junction to the identification of the p-n junction in the equilibrium Poisson equation with the additional condition

$$
\begin{equation*}
\hat{u}(L)-\hat{u}(0)=J \int_{0}^{L} e^{-V^{0}(x)} d x \tag{5.3}
\end{equation*}
$$

For the solution of this identification problem we can now prove an identifiability result:
Theorem 4. Let $C_{+}>0$ and $C_{-} \leq 0$ be given and let $C_{1}$ and $C_{2}$ be two doping profiles satisfying

$$
C_{i}= \begin{cases}C_{+} & \text {for } x<p_{i}  \tag{5.4}\\ C_{-} & \text {for } x>p_{i}\end{cases}
$$

for $p_{i} \in(0, L), i=1,2$. Denote by $\left(V_{i}^{0}, \hat{u}_{i}\right)$ the corresponding solutions of (5.2) with doping profile $C_{i}$. If the output currents $J_{i}=e^{V_{i}^{0}(0)} \frac{\partial \hat{u}_{i}}{\partial x}(0)$ are equal, then $C_{1}=C_{2}$ in $\Omega$.
Proof. We have seen above that we may equivalently consider the identification of $C$ in the Poisson equation with the additional integral condition (5.3). Let in the following w.r.o.g. $p_{1} \leq p_{2}$ and set $w:=V_{1}^{0}-V_{2}^{0}$, then by the mean value theorem we may deduce the existence of bounded functions $a$ and $b$ such that $w$ satisfies

$$
\begin{aligned}
-\lambda^{2} \frac{\partial^{2} w}{\partial x^{2}}+e^{a} w=C_{1}-C_{2}=\left.\left(C_{+}-C_{-}\right) 1\right|_{\left(p_{1}, p_{2}\right)} & \geq 0 \\
\int_{0}^{L} e^{b(x)} w(x) d x & =0
\end{aligned}
$$

Moreover, $w$ satisfies homogeneous Dirichlet boundary conditions at $x=0$ and $x=L$. Using the maximum principle for elliptic differential equations we deduce that $w \geq 0$ in $\Omega$ and hence, the above integral identity can only hold for $w \equiv 0$, which implies also $\left.\chi_{( } p_{1}, p_{2}\right) \equiv 0$. Thus, we have $p_{1}=p_{2}$ and consequently $C_{1} \equiv C_{2}$.

### 5.2 A P-N Diode with Zero Space Charge and Low Injection

The case of zero space charge and low injection means to let first tend $\lambda \rightarrow 0$ and then $\delta \rightarrow 0$ in the stationary drift-diffusion equations. It has been shown
by Schmeiser [16] that the arising limiting problem for $u$ and $v$ can be solved explicitely and identifiability can be shown in two space dimensions (cf . [4]) using tools from the theory of harmonic functions.

In [4], numerical test have been performed for the identification of the p-n junction in this special case. The data where generated by numerically solving the stationary drift-diffusion equations with appropriate parameter choices (cf. [3] for details on the numerical scheme employed) and subsequently evaluating the current over the contact. The inverse problem was solved using an iterative regularization method for the simplified model. The results for two different values of $C_{0}=C_{+}=\left|C_{-}\right|$, which can be interpreted as two different noise levels in the current measurements, are shown in Figure 1. One observes that the quality of the reconstruction improves with increasing $C_{0}$, which is related to the better approximation of the reduced equation to the original drift-diffusion model. The results obtained indicate that the doping profile is not only identifiable, but can be reconstructed with reasonable precision also from noisy data obtained in practice.


Figure 1. Reconstruction using data from the full drift-diffusion model for $C_{0}=10^{20} \mathrm{~m}^{-3}$ (left) and $C_{0}=10^{21} \mathrm{~m}^{-3}$ (right) compared to the exact junction (dotted).
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#### Abstract

Liquid crystal phases present a large variety of physical phenomena often leading to interesting applications. Here we address issues involving nematic and smectic phases, from the point of view of modeling and analysis. These include superconductivity analogies of the phase transition from nematic to smectic A*, ferroelectricity of the smectic $\mathrm{C}^{*}$ and flow defects in some special regimes. Molecular chirality plays an important role in such behaviors.


## 1. Introduction

The theory of liquid crystals and liquid crystalline polymers spans a wide spectrum from the rheology of complex fluids to optics and defects. All aspects of the theory are highly linked with experiment, placing liquid crystal research in an interesting position; it is driven by both theory and experiment and by both the abstract and the applied.

This article addresses mathematical and physical issues concerning the nematic, smectic A and smectic C phases of liquid crystals. Equilibrium as well as flow problems are considered.

Liquid crystal molecules are rod-like (on the scale of $20 A^{\circ}$ in length and $5 A^{\circ}$ in diameter) and in the nematic phase tend to follow a preferred direction of alignment. The smectic phases present an additional one-dimensional positional ordering as layer structures. Smectic A molecules tend to align perpendicularly to the layers, while those of the smectic $C$ phase are at a preferred

[^3](temperature dependent) angle different than $\frac{\pi}{2}$. The phase transition to the Smectic C takes place upon lowering the temperature of the smectic A liquid crystal sample. (Some liquid crystals may experience a transition directly from nematic to smectic C). Some liquid crystals are made of chiral molecules and exhibit a natural twist with a well determined pitch (wave number), $\tau$, depending on the material and temperature. (Conventional notation assigns a "*" symbol to chiral phases.)

A survey on modeling is followed by case studies emphasizing connections to applications and to other problems of soft matter physics. We present one topic from the static theory dealing with the phase transition between the chiral nematic and the smectic $\mathrm{A}^{*}$, emphasizing the analogy with the conductor to superconductor transition; we also illustrate how ferroelectricity arises in smectic liquid crystals. From the point of view of dynamics, we present a flow problem of nematic liquid crystals to illustrate how the competition between elastic and viscous torques causes defects to develop.

The average perpendicular alignment of molecules with respect to the layers in the smectic A* phase results in no spontaneous polarization. This is not the case with the smectic $C^{*}$ that may present significant polarization leading to seizable ferroelectric effects, and to multiple ferroelectric (and antiferroelectric) phases. Such phases often present complex interactions with electric fields allowing for important optic applications. We show that the (de Gennes) model yields the two phases associated to the Clark-Lagerwall effect, that allows for ferroelectric switching devices.
Chirality is an issue at the center of our studies of smectic phases. This is a molecular property that expands many fields, since chiral molecules are widely encountered in nature and may yield many liquid crystal phases. They are extensively studied by biologists, chemists and biophysicists [16], and there is still much theoretical work to be done on the wealth of experimental data. Chiral smectic liquid crystals exhibit the analogue of the Meissner phase in superconductors, in which chirality is excluded from the bulk (just as the magnetic field is expelled in a superconductor). The constraints imposed by topology and geometry can eliminate chirality as well.

The last section of the paper deals with the interaction between molecular alignment and flow in nematic liquid crystals. Liquid crystal flow is genuinely non-Newtonian presenting complex defect structures. The development of defects and texture is known to pose difficulties in the processing and subsequent uses of polymeric liquid crystal materials. Experimentally, it is found that the defect density in flow increases with the Ericksen number. This is a dimensionless quantity that measures the ratio of the viscous torque with respect to the elastic one, and together with the Reynolds number and the interface number (ratio of elastic surface stress with respect to bulk ones) fully characterizes flow regimes. The wealth of available experimental results for shear flow geometries
proves very useful in probing and analyzing mathematical models. I present the case study of such a flow, both non-steady as well as steady, with the purpose of obtaining quantitative information on how the defect density depends on the dimensionless parameters of the flow, showing, in particular, that the number of defects increases with the Ericksen number, $\mathcal{E}$. Experimental results also indicate that for very large values of $\mathcal{E}$, the flow behaves nearly isotropically, yielding the Newtonian viscosity and vanishing of the normal stress differences. We address the latter issues by obtaining the effective flow configurations at the limit of very large $\mathcal{E}$. This yields the limiting configurations in terms of Young measures associated with sequences of weak solutions [10]. Moreover, we show that the resulting effective equations correspond to the Newtonian flow and obtain additional relations for Young measures representing a remnant microstructure of ordered states. Numerical simulations of such a problem support the analytic as well as the experimental results [1].

## 2. Free energy functions of smectic materials

In the Oseen-Frank theory, static configurations of uniaxial nematic liquid crystals are given by unit vector fields $\mathbf{n}$ (director fields) that minimize the total energy $\mathcal{F}=\int_{\Omega} F_{\mathrm{N}}(\mathbf{n}) d \mathbf{x}$, with

$$
\begin{align*}
& F_{\mathrm{N}}=K_{1}|\nabla \cdot \mathbf{n}|^{2}+K_{2}|\mathbf{n} \cdot(\nabla \times \mathbf{n})+\tau|^{2}+K_{3}|\mathbf{n} \times(\nabla \times \mathbf{n})|^{2} \\
& +\left(K_{2}-K_{4}\right)\left((\operatorname{tr}(\nabla \mathbf{n}))^{2}-(\nabla \cdot \mathbf{n})^{2}\right) \tag{1}
\end{align*}
$$

where $K_{i}, i=1,2,3$ correspond to the splay, twist and bend elasticity constants, respectively; they indicate the energetic expense of a configuration in terms of these three pure distortions. The scalar $\tau$ represents the chiral pitch of the helical structures of the cholesteric phases. If $\tau=0$ then any constant vector $\overline{\mathbf{n}}$ with $|\overline{\mathbf{n}}|=1$ describes an undistorted equilibrium configuration for $F_{N}$. If $\tau \neq 0$ (chiral liquid crystals) the special twist configuration

$$
\begin{equation*}
\mathbf{n}_{\tau}(\mathbf{x})=(\cos (\tau z), \sin (\tau z), 0) \tag{2}
\end{equation*}
$$

makes the fundamental energy contributions of splay, twist, and bend in (1) vanish. The fourth term in $F_{\mathrm{N}}$ is a null-Lagrangian; its integral is determined by $\mathbf{n}$ on $\partial \Omega$.

The Oseen-Frank theory for $\mathbf{n}$ can be regarded as a special case of the Landau-de Gennes theory involving the traceless, symmetric order parameter tensor, $\mathbf{Q}$, as introduced through averaging of molecular directions. Biaxial optics corresponds to the case of two distinct eigenvalues of $\mathbf{Q}$, whereas the case with two equal, nonzero eigenvalues is associated with uniaxiality. In the latter case, the eigenvector corresponding to the common eigenvalue is, in fact, the director $\mathbf{n}$ of the Oseen-Frank theory, with the eigenvalue, $s$ corresponding to the variable degree of orientation, uniaxial order parameter. The latter takes
values on the interval $\left(-\frac{1}{2}, 1\right)$, with $s=0$, representing the isotropic phase, $s=1$ perfect alignment; $s=-\frac{1}{2}$ indicates a degenerate limiting case with molecules placed on a plane perpendicular to the director. The free energy in terms of the order tensor $\mathbf{Q}$ in the Landau-de Gennes form is quadratic in $\nabla \mathbf{Q}$, with additional scalar polynomial terms on Q. According to Ericksen [15], in the uniaxial case, the free energy is given by

$$
\begin{equation*}
F_{\mathrm{S}}=K|\nabla s|^{2}+s^{2} F_{\mathrm{N}}+\nu f(s) \tag{3}
\end{equation*}
$$

where the double-well potential $f(s)$ is parameterized by the concentration or the temperature.

In uniform smectic $A$ materials the layers have the director field $\mathbf{n}$ as their normal and are commonly between one and two molecular lengths thick ( $\sim$ $\left.30 A^{\circ}\right)$. The number $q$ is the layer number, and $\frac{2 \pi}{q}$ is the layer thickness.

In the case of an undistorted (non-chiral) nematic, $\mathbf{n}=\overline{\mathbf{n}}=$ constant and the liquid crystal has a locally uniform molecular mass density $\rho_{0}$. For the case of an undistorted smectic $A$ material, $\mathbf{n}=\overline{\mathbf{n}}$ and the mass density modulates causing layering; moreover the density's Fourier modes near $\{ \pm q\}$ dominate. In this case the mass density is taken as $\delta(\mathbf{x})=\rho_{0}+\rho_{1} \cos (q \overline{\mathbf{n}} \cdot \mathbf{x})$, where the amplitude $\rho_{1}$ indicates the intensity of the smectic layering.

In $[d G]$ de Gennes introduced a complex wave function, $\Psi(\mathbf{x})$, to describe smectic layering. For the undistorted case, with $\mathbf{n}=\overline{\mathbf{n}}$ and $\delta(\mathbf{x})$ as above, de Gennes set

$$
\begin{equation*}
\Psi(\mathbf{x})=\rho_{1} e^{i q \overline{\mathbf{n}} \cdot \mathbf{x}} \tag{4}
\end{equation*}
$$

In general he identified $|\Psi(\mathbf{x})|$ with the amplitude of modulation, $\nabla \arg (\Psi(\mathbf{x}))$ with the normal to the layer structure, and $|\nabla \arg (\Psi(\mathbf{x}))|$ with the layer number at $\mathbf{x}$.

The free energy associated with the smectic layering is given by the following covariant form proposed by de Gennes and it involves the complex order parameter $\Psi([14,12])$ :

$$
\begin{align*}
& F_{\mathrm{C}}=\left(\left(C_{\|}-C_{\perp}\right) \mathbf{n} \otimes \mathbf{n}+\mathbf{C}_{\perp} \mathbf{I}\right):(\nabla-\mathbf{i q n}) \mathbf{\Psi} \otimes(\nabla+\mathbf{i q n}) \mathbf{\Psi} * \\
& +r|\Psi|^{2}+\frac{g}{2}|\Psi|^{4}+F_{\mathrm{N}} \tag{5}
\end{align*}
$$

The smectic A* case corresponds to $C_{\|}=C_{\perp}=1$, in which case (5) yields

$$
\begin{equation*}
F_{A}=|(i \nabla+q \mathbf{n}) \Psi|^{2}+r|\Psi|^{2}+\frac{g}{2}|\Psi|^{4}+F_{\mathrm{N}} \tag{6}
\end{equation*}
$$

with $g>0$ and $r=T-T_{N A}$; here $T$ denotes the (constant) temperature of the material and $T_{N A}$ is the nematic-smectic transition temperature at $\tau=0$. Writing $\Psi=\rho e^{i \Phi}$, the first term in (6) can be rewritten as $|(i \nabla+q \mathbf{n}) \Psi|^{2}=|\nabla \rho|^{2}$
$+\rho^{2}|\nabla \Phi-q \mathbf{n}|^{2}$. Note that this term vanishes in the case of uniform smectic layering (4).

The smectic C model corresponds to the case $C_{\|} \neq C_{\perp}$ in (5); such a quantity is related to the $\beta \neq 0$ angle of the C-phase. Moreover, when the phase is also chiral, successive smectic C* layers show a gradual change in the direction of tilt, and such that the director precesses about the normal axis to the layer, lying on the surface of a cone of angle $2 \beta$. This creates a helical structure in the chiral smectic $\mathrm{C}^{*}$ that results in a spontaneous molecular polarization; the polarization vector $\mathbf{P}$ is perpendicular to the molecule and contained in the layer plane. Therefore, all possible directions for the vector are tangent to the circle of intersection of the cone with the plane.

## 3. Smectic A* phases and the superconductivity analog

The topics discussed in this section are join work with Bauman, Phillips and Liu [26]. Related issues on defect structures in smectic materials are presented in several articles by Calderer and co-authors ([4], [5], [3], [6]). In this section we study minimizers to the Landau-de Gennes energy for chiral smectic $A$ liquid crystals (smectic $A^{*}$ ):

$$
\begin{equation*}
\mathfrak{F}=\int_{\Omega} F_{\mathrm{A}} d \mathbf{x} \tag{7}
\end{equation*}
$$

where $\Omega$ is the domain occupied by the liquid crystal. Such an energy is appropriate for describing the behavior near the transition temperature between nematic and smectic $A$ phases. The leading mechanism underlying all of the observed phenomena is the competition between the tendency of the molecules to form layers in the smectic phase and the helical twist preferred by nematic chiral structures. This fact also becomes the central mathematical issue of the analysis in this work.

We establish the existence of minimizers within a general class of admissible fields that assumes physically natural boundary conditions. We then study the nature of minimizers for parameter values near the transition regime. Three parameters are distinguished: $q, \tau$ and $r=T-T_{N A}$. The latter measures the temperature of the material relative to $T_{N A}$ which denotes the transition temperature for a nonchiral material $(\tau=0)$. We find two curves $r=\underline{r}(q \tau)$ and $r=\bar{r}(q \tau)$, in the $q \tau-r$ plane where

$$
\begin{equation*}
\underline{r}(q \tau)<\bar{r}(q \tau)<0 \quad \text { for } \quad q \tau>0 \tag{8}
\end{equation*}
$$

These curves bound the transition region provided $\frac{q}{\tau}$ and the Frank constants, $K_{2}$ and $K_{3}$ are sufficiently large. We prove that there is a constant $\bar{\lambda} \geq 1$ so that if $q \tau \leq \frac{q^{2}}{\bar{\lambda}}$, and $(q \tau, r)$ is such that $r<\underline{r}(q \tau)$ then minimizers will be in
the smectic $A^{*}$ phase while if $r>\bar{r}(q \tau)$ the minimizers will be chiral nematic $\left(N^{*}\right)$.

Minimizing configurations $(\Psi, \mathbf{n})$ for $\mathfrak{F}$ for which $\Psi \equiv 0$ are called nematic $(N)$ if $\tau=0$ and chiral nematic $\left(N^{*}\right)$ if $\tau \neq 0$. Minimizers for which $\Psi \not \equiv 0$ are denoted smectic $A$ if $\tau=0$ and smectic $A^{*}$ if $\tau \neq 0$.

If $T \geq T_{N A}(r \geq 0)$ it is clear that $\Psi \equiv 0$ minimizes $F_{A}$ and that minimizers for $\mathfrak{F}$ in general will be nematic. If however $T<T_{N A}$, having $\Psi \not \equiv 0$ may be energetically favorable. An example of this is the nonchiral case where $\tau=0$ and $\mathbf{n}=\overline{\mathbf{n}}=$ constant. Then $F_{A}$ is minimized by the configuration with uniform smectic layers determined by $\Psi=\rho_{1} e^{i q \overline{\mathbf{n}} \cdot \mathbf{x}}$ where $\rho_{1}=\left(-\frac{r}{g}\right)^{1 / 2}$. This is an example of quasi-static nucleation of the smectic A phase, as $r$ decreases, with its onset at $r=0\left(T=T_{N A}\right)$.

One purpose of the work is to justify the phase diagram. Specifically, we want to find for what parameter ranges such the chiral nematic is the minimizer, and for what ranges is a layer structure (smectic $A^{*}$ ). In the former case, we seek to characterize the minimizer in terms of the basic twist (2).

### 3.1 Existence of Energy Minimizers

We consider a bounded simply connected domain $\Omega$ in $\mathbb{R}^{3}$ which is contained between two parallel plates, $\Omega \subset\{\mathbf{x}=(x, y, z):|z|<L\}$, for some fixed $L$. We investigate minimizers for $\mathfrak{F}$ in an admissible set $\mathcal{A}$ consisting of configurations $(\Psi, \mathbf{n}) \in \mathcal{W}^{1,2}(\Omega ; \mathbf{C}) \times \mathbf{W}^{1,2}\left(\Omega ; \mathbf{S}^{\mathbf{2}}\right)$ such that $\mathbf{n}(x, y, \pm L) \cdot \mathbf{e}_{3}=0$ for all $(x, y, \pm L) \in \partial \Omega$ if $\partial \Omega \cap\{\mathbf{x}: z= \pm L\}$ is nonempty. In particular, configurations of the form $\left(\Psi, \mathbf{n}_{\tau}\right)$ for $d$ as above are in $\mathcal{A}$ for arbitrary $\tau \geq 0$.

We assume that $g$ is fixed,

$$
\begin{equation*}
g>0, q \geq 0, \text { and } \tau \geq 0 \tag{9}
\end{equation*}
$$

We also make the following assumptions on the Frank constants: There exist fixed positive constants $c_{0}$ and $c_{1}$ so that

$$
\begin{equation*}
c_{1} \geq K_{2}+K_{4} \geq c_{0}, K_{1} \geq K_{2}+K_{4}, K_{3} \geq K_{2}+K_{4}, \text { and } 0 \geq K_{4} \tag{10}
\end{equation*}
$$

These inequalities are analogous to those derived by Ericksen to ensure the positivity of the Oseen-Frank energy in the case without chirality and without taking boundary conditions into account. Such inequalities were applied by Kinderlehrer, Lin and Hardt to prove existence of minimizers of the nematic problem.

Theorem 1. Theorem Let $\mathfrak{F}$ be as in (7) with $F_{\mathrm{A}}$ given by (6), and such that (9) and (10) hold. Then there exists a minimizer for $\mathfrak{F}$ in $\mathcal{A}$.

### 3.2 Classification of minimizers

In order to classify the solutions, additional hypotheses need to be place on the Frank constants. Specifically, we will require that $K_{2}$ and $K_{3}$ blow up near the transition temperature. This is a very realistic hypothesis that corresponds to the pre-transition effects observed in second order transitions. We show that that for $K_{2}$ and $K_{3}$ large the director field of the minimizer approaches the pure twist.

Theorem 2. Theorem Let $0 \leq q \leq q_{0}, 0 \leq \tau \leq q_{0},|r| \leq r_{0}$, and assume that $K_{1}, K_{2}$, and $K_{4}$ satisfy (10) with $K_{2}=K_{3}$. Assume further that $\left(\tilde{\Psi}, \mathbf{n}_{\tau}\right) \in \mathcal{A}$ for $0 \leq \tau \leq q_{0}$. Then given $\varepsilon>0$ there exists a constant $\Pi=\Pi\left(\varepsilon, q_{0}, r_{0}\right)$ so that if $K_{2} \geq \Pi$ and $(\Psi, \mathbf{n})$ minimizes $\mathfrak{F}$ in $\mathcal{A}$ then

$$
\left\|\mathbf{n}(\mathbf{x})-Q \mathbf{n}_{\tau}\left(Q^{t} \mathbf{x}\right)\right\|_{4 ; \Omega}<\varepsilon
$$

for some $Q \in S O(3)$.
We observe that the pure twist referred to in the previous theorem may involve the case that $\Psi \equiv 0$ (nematic) as well as that with $\Psi \neq 0$ (smectic A). We discuss the issue in the next two subsections. We seek conditions on the parameters that guarantee that the solution is either nematic or smectic A. A distinctive feature of the nematic-smectic $A$ phase transition is the relative magnitudes of the different Frank constants. In particular, experiments show that $K_{2}$ and $K_{3}$ are large relative to $K_{1}$ near the transition temperature. (See [13], pg.515.) We prove that for $K_{2}$ and $K_{3}$ sufficiently large, the director of a minimizer is close to (a rotation of) $\mathbf{n}_{\tau}$. Because of this feature the helical field, (1.3), is especially significant. The parameter $\tau$ is the helix's pitch. In many smectic $A^{*}$ materials the layer number is large relative to the helical twist; typically $\frac{q}{\tau}>100$. (See [27].) Here we assume $\frac{q}{\tau} \gg 1$.

### 3.3 The pure twist as energy minimizer at high temperature

In this section and in the next we examine the effect of the chiral parameter $\tau$ and the wave number $q$ on the type of phase taken on by a minimizer. We recall that a solution with $\Psi \equiv 0$ corresponds to the nematic phase, with or without chirality according to $\tau \neq 0$ or $\tau=0$, respectively.

Here we prove that for $\tau \neq 0$, assuming $\frac{q}{\tau}$ and $K_{2}$ sufficiently large, minimizers are nematic for temperatures $r \geq \bar{r}(q \tau)$ where $\bar{r}$ has the form $\bar{r}(q \tau)=-\bar{\beta} \min \left(q \tau,(q \tau)^{2}\right)$ for some $\bar{\beta}>0$. In particular, since $\bar{r}<0$ for $\tau>0$, we see that the nematic regime extends below $T_{N A}(r=0)$ if chirality is present. We shall make two estimates in determining $\bar{r}$ based on whether $q \tau$ is large or small. The fact that $\bar{r}$ changes from linear to quadratic as $q \tau$ decreases is due to the fact that $\Omega$ is bounded.

To be definite we consider a domain representing liquid crystal confined between two parallel plates. Consider a bounded simply connected domain confined between two planes, $\Omega \subset\{\mathrm{x}:|z| \leq L\}$, where $\partial \Omega$ is assumed to be locally a piecewise- $C^{2, \alpha}$ surface for some $\alpha>0$. We take the admissible set to be

$$
\begin{align*}
& \mathcal{A}:=\left\{(\Psi, \mathbf{n}) \in \mathcal{W}^{1,2}(\Omega) \times \mathbf{W}^{1,2}\left(\Omega ; \mathbf{S}^{2}\right):\right. \\
& \left.\mathbf{n}(x, y, \pm L) \cdot \mathbf{e}_{3}=0 \text { for }(x, y, \pm L) \in \partial \Omega\right\} \tag{11}
\end{align*}
$$

Thus the top and bottom plates are physically treated so that the director on these surfaces in $\partial \Omega$ is forced to lie parallel to them. Note that $\left(\Psi, \mathbf{n}_{\tau}\right) \in \mathcal{A}$ for any $\Psi \in \mathcal{W}^{1,2}(\Omega)$ and any $\tau$. As such the results from sections 3.1 and 3.2 are applicable here.
Remark. For $\mathcal{A}$ as in (11), if $(\Psi, \mathbf{n}) \in \mathcal{A}$ then $(0, \mathbf{n}) \in \mathcal{A}$ as well. Now $r \geq 0$ implies that $F_{A} \geq 0$ and we see that $\mathcal{F}(0, \mathbf{n}) \leq \mathcal{F}(\Psi, \mathbf{n})$ with equality if and only if $\Psi \equiv 0$ in $\Omega$. It follows that if $r \geq 0$ then minimizers in $\mathcal{A}$ are always nematic. Due to this, we shall assume that $r<0$.
Theorem 3. There are positive constants $\bar{\lambda}$ and $\bar{\beta}$, depending on $\Omega$, and a function $\bar{K}(q, \Omega)$ so that if $K_{2}>\bar{K}, q>\bar{\lambda} \tau$, and $(\Psi, \mathbf{n})$ is a minimizer for $\mathcal{F}$ in $\mathcal{A}$ then

$$
\begin{equation*}
r \geq \bar{r}(q \tau)=-\bar{\beta}\left(\min \left(q \tau,(q \tau)^{2}\right)\right. \tag{12}
\end{equation*}
$$

implies $\Psi \equiv 0$ in $\Omega$.

### 3.4 The layering energy minimizer at low temperature

In this section we estimate the transition regime from below by a curve $\underline{r}=\underline{r}(q \tau)$ valid for $\frac{q}{\tau}$ and $K_{2}$ large. If $(q \tau, r)$ is such that $r<\underline{r}(q \tau)$ then minimizers for $\mathfrak{F}$ in $\mathcal{A}$ are smectic, i.e., $\Psi \not \equiv 0$ in $\Omega$. We determine $\underline{r}$ as follows. If $\left(0, \mathbf{n}^{\prime}\right) \in \mathcal{A}$ is a minimizer then necessarily $\left.\frac{d^{2}}{d s^{2}} \mathfrak{F}\left(s \Upsilon, \mathbf{n}^{\prime}\right)\right|_{s=0} \geq 0$ for all $\Upsilon \in \mathcal{W}^{1,2}(\Omega)$, i.e.,

$$
\int_{\Omega}\left(\left|\left(i \nabla+q \mathbf{n}^{\prime}\right) \Upsilon\right|^{2}+r|\Upsilon|^{2}\right) d \mathbf{x} \geq 0
$$

We determine $\underline{r}=\underline{r}(q \tau)$ so that

$$
\int_{\Omega}\left|\left(i \nabla+q \mathbf{n}^{\prime}\right) \tilde{\Upsilon}\right|^{2} d \mathbf{x}<-\underline{r} \int_{\Omega}|\tilde{\Upsilon}|^{2} d \mathbf{x}
$$

for some $\tilde{\Upsilon} \in \mathcal{W}^{1,2}(\Omega)$. This implies $r>\underline{r}$. The structure of $\underline{r}(q \tau)$ depends on the magnitude of $q \tau$. We find that $\underline{r}$ is linear for $q \tau \geq 1$ and quadratic for $q \tau<1$. This is the same qualitative structure as that of $\bar{r}$.

Theorem 4. There is a positive constant $\beta$, depending on $\Omega$, and a constant $\underline{K}(q, \Omega)$ so that if $K_{2} \geq \underline{K}, q \geq \tau$, and $(\bar{\Psi}, \mathbf{n})$ minimizes $\mathfrak{F}$ in $\mathcal{A}$ then

$$
r \leq \underline{r}(q \tau)=-\underline{\beta} \min \left(q \tau,(q \tau)^{2}\right)
$$

implies $\Psi \not \equiv 0$ in $\Omega$.

## 4. Ferroelectricity in Liquid Crystals

### 4.1 Flexoelectric Nematic

Spontaneous polarization in liquid crystals was discovered by R. Meyer in certain nematic materials that he labeled as flexoelectric [25]. In flexoelectric nematics, splay and bend deformations polarize the material, and, viceversa, an electric field will induce a change of alignment. (This effect is analogous to piezoelectricity of solids). The polarization vector is of the form

$$
\begin{equation*}
\mathbf{P}=\mathrm{e}_{1}(\nabla \cdot \mathbf{n}) \mathbf{n}+\mathrm{e}_{3} \mathbf{n} \cdot \nabla \mathbf{n}, \tag{13}
\end{equation*}
$$

where $e_{1}$ and $e_{3}$ denote flexoelectric coefficients.
The total energy of the liquid crystal in the presence of an electric field $\mathbf{E}$ is now

$$
\begin{align*}
& \mathfrak{F}=\int_{\Omega} F_{\mathrm{N}}+F_{\text {Elec }} d \mathbf{x}  \tag{14}\\
& F_{\text {Elec }}=-\frac{1}{2} \mathbf{D} \cdot \mathbf{E}, \quad \mathbf{D}=\varepsilon \mathbf{E}+\mathbf{P},  \tag{15}\\
& \varepsilon=I+\varepsilon_{a} \mathbf{n} \otimes \mathbf{n}, \tag{16}
\end{align*}
$$

$\mathbf{P}$ denotes the polarization vector, $\varepsilon$ is the susceptibility tensor with the scalar $\varepsilon_{a}$ representing the dielectric anisotropy. Since the total energy may be unbounded from below due to the term $F_{\text {Elec }}$, we characterize equilibrium configurations as critical points of $\mathfrak{F}$ subject to constraints

$$
\begin{equation*}
\nabla \times \mathbf{E}=0, \quad \nabla \cdot \mathbf{D}=0 \tag{17}
\end{equation*}
$$

We assume that $\Omega$ is bounded with sufficiently smooth boundary $\partial \Omega$, and that $\overline{\mathbf{n}}: \partial \Omega \rightarrow \mathrm{S}^{2}$ is Lipschitz and $\bar{\phi} \in \mathrm{H}^{\frac{1}{2}}(\partial \Omega)$. The following are sufficient conditions for the existence of a critical point ( $\mathbf{n} \in H^{1}\left(\Omega ; \mathrm{S}^{2}\right), \mathbf{E}=-\nabla \phi \in$ $L^{2}(\Omega), \phi=\bar{\phi}$ and $\mathbf{n}=\overline{\mathbf{n}}$ on $\left.\partial \Omega\right)$ of (13)-(17):

$$
\begin{aligned}
& K_{1}-K_{2}-K_{3}>0, K_{3}>K_{2}+K_{4}>C \text { and } K_{4}<0, \\
& C=\frac{8 \pi}{\varepsilon_{0}}\left(1+2 \pi\left(\left|e_{11}\right|+\left|e_{33}\right|\right)\right)\left(\left|e_{11}\right|+\left|e_{33}\right|\right)^{2} \\
& +2 \pi\left(\left|e_{11}\right|+\left|e_{33}\right|\right) .
\end{aligned}
$$

### 4.2 Smectic C*

In the case of smectic $C^{*}$ liquid crystals the polarization vector field is a direct consequence of the nonzero angle between the director and the layer normal,

$$
\begin{equation*}
\mathbf{P}=\mathbf{c}(\mathbf{n} \times \nabla \arg (\mathbf{\Psi})), \tag{18}
\end{equation*}
$$

where $c$ is a temperature-dependent material constant. In electro-optical applications of liquid crystals, it is necessary to explore the connection between chirality and ferroelectricity of the smectic $C^{*}$ phase. In particular, a bulk smectic C* sample, free to develop its helical structure, will not show ferroelectric behavior since the spontaneous polarization will average to zero over one pitch. Clark and Lagerwall [11] proposed a way to suppress the helix, and developed the surface stabilized ferroelectric liquid crystal (SSFLC). In a SSFLC device, the helix is suppressed by using a cell gap smaller than the helical pitch. Moreover, interaction forces between the liquid crystal and the bounding plates unwind the intrinsic helix. Symmetry arguments show that the boundary condition also causes the molecular orientation for each layer to be the same and the material exhibits ferroelectric behavior. The director is favored to lie in the plane of the bounding plates.

Because of this condition and the fact that the director is constrained to be at a certain angle from the normal to the layer (i.e. to lie on the intersection of a cone and the bounding plate), two stable states are found. The polarization vector, therefore, must be normal to the bounding plates, and its two states are in opposite directions. Electro-optical effects are achieved by applying an electric field that induces changes in the director orientation. Since the polarization vector is coupled to the director, it is also switched between the two stable states by the electric field. The Clark-Lagerwall effect in SSFLCs shows a much more rapid response to the externally applied electric field than in nematic liquid crystals because it is interacting with the sizeable spontaneous polarization rather than with an induced polarization.

Now, we can formulate the analogous problem to the flexoelectric one but for the smectic $\mathrm{C}^{*}$, i.e., find the critical points of (14)-(16), (5), (18) and (17).

Theorem 5. Suppose that (9), (10) and $C_{\|} \geq C_{\perp}>0$ hold. Then the problem (5), (14)-(16) and (18) admits a critical point in $A=\left\{\mathbf{n}, \Psi \in H^{1}:|\mathbf{n}|=\right.$ $1, \mathbf{n}=\overline{\mathbf{n}}, \Psi=\bar{\Psi}$ on $\partial \Omega\}$,

Remark. For $\Omega=\{(x, y, z):-d<x<d\}$, and for a given constant field $\mathbf{E}=E \mathbf{e}_{1}$, there is a positive number $d_{0}=d_{0}\left(q, E, C, C_{a}\right)$ such that, for $0<d \leq d_{0}$, there exist two critical points $\left(\mathbf{n}_{f_{ \pm}}, \Psi_{f_{ \pm}}=\rho e^{k z}\right)$ of the energy, with the following properties: $\mathbf{n}_{f_{ \pm}}=\left(0, n_{f_{ \pm}}^{y}, n_{f_{ \pm}}^{z}\right), n_{f_{+}}^{y}=-n_{f_{-}}^{y}, n_{f_{+}}^{z}=n_{f_{-}}^{z}$, with $\rho, k$ and $\mathbf{n}_{f_{ \pm}}$constant. Although such solutions seem to correspond to two unwound ferroelectric states, their stability remains to be investigated.

## 5. Structures in Nematic Liquid Crystal Flow

The goal of this section is to analyze liquid crystal flow that admits a large density of defects. We study a prototype problem following the model developed by Ericksen ([15]) that involves the uniaxial order parameter in addition to the director field. It turns out that the presence of the order parameter in the model allows for the description of defects and non-Newtonian phenomena not predicted by the Leslie-Ericksen system. In addition to $\mathbf{n}$ and $s$, the fields to describe such a flow include the velocity field $\mathbf{v}$, the pressure $p$. The discussion presented in this section is based on work by Calderer and co-authors ([8], [9], [24], [7], [1], [10]).

We refer to $L, V, K$ and $\eta$ as typical length, velocity, elasticity constant and viscosity of the flow, respectively. Such quantities determine the three nondimensional parameters that characterize liquid crystal flow, namely, the Reynolds number $\mathcal{R}=\frac{\rho_{0} L V}{\eta}$, the Ericksen number $\mathcal{E}=\eta \frac{V L}{K}$, and the Interface number $\mathcal{I}=L^{2} \frac{\nu}{K}, \nu$ as in (3). The condition of $\mathcal{E}$ being large renders rigorous the notion of fast flow and it is a physically relevant condition for polymeric materials. The quantity $\mathcal{I}$ is associated with the free energy that is required in order to maintain defects in the flow configuration. Flow of polymeric liquid crystals often presents large values of $\mathcal{E}$. This, in turn, is responsible for the presence of defects in the flow region, and complex Non-Newtonian phenomena ([18], [19], [28]).

The governing equations for the variables $\mathbf{v}, \mathbf{n}$ and $s$ correspond to balance of linear and generalized momenta [15]:

$$
\begin{align*}
& \rho_{0} \dot{\mathbf{v}}=\nabla \cdot \sigma  \tag{19}\\
& \beta_{2}(s) \dot{s}=\nabla \cdot\left(\frac{\partial \mathcal{F}}{\partial \nabla s}\right)-\frac{\partial \mathcal{F}}{\partial s}-\beta_{3}(s) \mathbf{n} \cdot \mathbf{A n}  \tag{20}\\
& \gamma_{1}(s) \dot{\mathbf{n}} \times \mathbf{n}=\nabla \cdot\left(\frac{\partial \mathcal{F}}{\partial \nabla \mathbf{n}}\right) \times \mathbf{n}-\frac{\partial \mathcal{F}}{\partial \mathbf{n}} \times \mathbf{n}+ \\
& \gamma_{1}(s) \boldsymbol{\Omega} \mathbf{n} \times \mathbf{n}-\gamma_{2}(s) \mathbf{A n} \times \mathbf{n} .  \tag{21}\\
& \sigma=-p I-\nabla \mathbf{n}^{T} \frac{\mathcal{F}}{\nabla \mathbf{n}}-\nabla s \otimes \frac{\mathcal{F}}{\nabla s}+\hat{\sigma}  \tag{22}\\
& \hat{\sigma}=\left(\beta_{1} \dot{s}+\alpha_{1} \mathbf{n} \cdot \mathbf{A n}\right) \mathbf{n} \otimes \mathbf{n}+\alpha_{2} \dot{\mathbf{N}} \otimes \mathbf{n}+ \\
& \alpha_{3} \mathbf{n} \otimes \dot{\mathbf{N}}+\alpha_{4} \mathbf{A}+\alpha_{5} \mathbf{A n} \otimes \mathbf{n}+\alpha_{6} \mathbf{n} \otimes \mathbf{A n}  \tag{23}\\
& 2 \mathbf{A}=\nabla \mathbf{v}+(\nabla \mathbf{v})^{T}, \quad 2 \boldsymbol{\Omega}=\nabla \mathbf{v}-(\nabla \mathbf{v})^{T}  \tag{24}\\
& \dot{\mathbf{N}}=\dot{\mathbf{n}}-\boldsymbol{\Omega} \mathbf{n}, \tag{25}
\end{align*}
$$

$p(\mathbf{x}, t)$ is the pressure, $\sigma$ denotes the stress tensor and $\rho_{0}>0$ the density. The Leslie coefficients are constitutive functions $\alpha_{i}(s), \beta_{i}(s)$ and $\gamma_{i}(s)$ on the interval $\left(-\frac{1}{2}, 1\right)$ satisfying restrictions imposed by the second law of thermodynamics and Parodi's relations (([15]), equation (4.18)). Such inequalities
guarantee that the system (19)-(25) is dissipative (increasing entropy), implying that the total free energy $E(t)=\int_{\Omega} \frac{1}{2} \rho \mathbf{v} \cdot \mathbf{v}+\mathfrak{F} d \mathbf{x}$, stored by the nematic flow under isothermal conditions, satisfies

$$
\begin{align*}
& \frac{d E(t)}{d t}=-\int_{\Omega} \Delta(\mathbf{x}) d \mathbf{x}  \tag{26}\\
& \Delta=\alpha_{4} \operatorname{tr} \mathbf{A}^{2}+\left(\alpha_{5}+\alpha_{6}\right) \mathbf{n} \cdot \mathbf{A}^{2} \mathbf{n}+\alpha_{1}(\mathbf{n} \cdot \mathbf{A n})^{2}+ \\
& \gamma_{1} \dot{\mathbf{N}} \cdot \dot{\mathbf{N}}+2 \gamma_{2} \dot{\mathbf{N}} \cdot \mathbf{A n}+\beta_{2} \dot{s}^{2}+2 \beta_{1} \dot{s} \mathbf{n} \cdot \mathbf{A n},  \tag{27}\\
& \Delta \geq 0 \tag{28}
\end{align*}
$$

For the Leslie-Ericksen system, Lin and Liu ([20], [22] and [23]) show that the dissipative relation yields uniform bounds of norms of weak solutions of the governing system, resulting in global existence and regularity of weak solutions, and, in some cases, even the existence of classical solutions of initial boundary value problems.

We let the flow domain $\Omega=\{(x, y, z): x \in(-1,1)\}$. We consider plane flow $\mathbf{v}=(0,0, v(x))$ with director field configurations

$$
\begin{equation*}
\mathbf{n}=(\sin \phi(x), 0, \cos \phi(x)) \tag{29}
\end{equation*}
$$

To be specific, we consider Poiseuille boundary conditions for our problem (with small modifications, the results hold for shear flow as well):

$$
\begin{align*}
& \frac{\partial p}{\partial z}=1, \quad v(-1)=0=v(1), \quad \text { and } \\
& s(-1)=s_{-1}, \quad s(1)=s_{1}, \quad \phi(-1)=\phi_{-1}, \quad \phi(1)=\phi_{1} \tag{30}
\end{align*}
$$

We also prescribe initial data, $s_{0}, \phi_{0}$ and $v_{0}$, with $s_{0} \in\left(-\frac{1}{2}, 1\right)$, and denote $\mu=\mathcal{E}^{-1}$. The governing system for Poiseuille flow is (see [8], [9] for the derivation):

$$
\begin{align*}
& s_{t}=\mu\left(a_{1} s^{\prime \prime}-a_{2} s\left(\phi^{\prime}\right)^{2}\right)-\mathcal{J}^{-1} f^{\prime}(s)-g_{3}(s) v^{\prime} \sin \phi \cos \phi  \tag{31}\\
& \gamma_{1}(s) \phi_{t}=\left(g_{1}(s) \sin ^{2} \phi-g_{2}(s) \cos ^{2} \phi\right) v^{\prime}+\mu a_{2}\left(s^{2} \phi^{\prime}\right)^{\prime}  \tag{32}\\
& v_{t}=\frac{1}{\mathcal{R}}\left(v^{\prime} g(s, \phi)\right)^{\prime}-1, \quad \text { with }  \tag{33}\\
& g_{1}(s)=\frac{1}{2}\left(-\gamma_{1}+\gamma_{2}\right), \quad g_{2}(s)=\frac{1}{2}\left(\gamma_{1}+\gamma_{2}\right), \quad g_{3}(s)=\beta_{3}  \tag{34}\\
& g(s, \phi)=\frac{1}{2} \alpha_{4}+\alpha_{1} \sin ^{2} \phi \cos ^{2} \phi+\frac{1}{2}\left(\alpha_{5}-\alpha_{2}\right) \sin ^{2} \phi+  \tag{35}\\
& \frac{1}{2}\left(\alpha_{3}+\alpha_{6}\right) \cos ^{2} \phi  \tag{36}\\
& a_{i}=\frac{k_{i}}{K_{0}}, \quad i=1,2, \quad K_{0} \equiv \max \left\{k_{1}, k_{2}\right\} \tag{37}
\end{align*}
$$

With the help of the maximum principle, we show that the system (31)-(37) satisfies the following dissipative relation.

Theorem 6. If s, $\phi$ and $\mathbf{v}$ are smooth solutions of the system (31)-(37) then they satisfy the following dissipative relation provided $\mathcal{R}$ is small enough:

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{-1}^{1}\left\{a_{1}\left|s^{\prime}\right|^{2}+a_{2} s^{2}\left|\phi^{\prime}\right|^{2}+|\mathbf{v}|^{2}\right\} d x+ \\
& \int_{-1}^{1}\left\{\left.\left.\tilde{\mu}_{1}\left|a_{1} s^{\prime \prime}-a_{2} s\right| \phi^{\prime}\right|^{2}\right|^{2}+\tilde{a}_{2}^{2} \frac{\mu}{\gamma_{1}}\left|\left(s^{2} \phi^{\prime}\right)^{\prime}\right|^{2}+\frac{1}{\mathcal{R}} \tilde{g}(s, \phi)\left|v^{\prime}\right|^{2}\right\} d x \\
& \leq M(T) \tag{38}
\end{align*}
$$

for any $0<T<\infty$. Here $M(T)$ depends only on $T$, and $\tilde{\mu}_{1}, \tilde{a}_{2}$ and $\tilde{g}$ are positive constants.

We apply the Galerkin method to prove existence of weak solutions. For a given positive integer $m$, we consider the finite dimensional approximation of $v$ of the form

$$
\begin{equation*}
v_{m}(x, t)=\sum_{j=0}^{m} c_{j m}(t) \Phi_{j}(x) \tag{39}
\end{equation*}
$$

The conditions of $v$ vanishing on the boundary, allow for the following choice:

$$
\begin{equation*}
\Phi_{j}(x)=\cos \frac{\pi}{2}(2 j+1) x \tag{40}
\end{equation*}
$$

We define the orthogonal projection operator $P_{m}$ as follows:

$$
\begin{equation*}
P_{m}: L^{2}(-1,1) \longrightarrow \operatorname{Span}\left\{\Phi_{1}, \ldots, \Phi_{m}\right\} \tag{41}
\end{equation*}
$$

We look at the solutions of the following approximated system (the analogous approximation is used in [21]):

$$
\begin{align*}
& s_{m_{t}}=\mu\left(a_{1} s_{m}{ }^{\prime \prime}-a_{2} s_{m}\left(\phi_{m}{ }^{\prime}\right)^{2}\right)-\mathcal{J}^{-1} f^{\prime}\left(s_{m}\right) \\
& -g_{3}\left(s_{m}\right) v_{m}^{\prime} \sin \phi_{m} \cos \phi_{m},  \tag{42}\\
& \left(\gamma_{1}\left(s_{m}\right)+\epsilon_{1}^{2}\right) \phi_{m_{t}}=\left(g_{1}\left(s_{m}\right) \sin ^{2} \phi_{m}-g_{2}\left(s_{m}\right) \cos ^{2} \phi_{m}\right) v_{m}^{\prime} \\
& +\mu a_{2}\left(\left(s_{m}^{2}+\epsilon_{1}^{2}\right) \phi_{m}^{\prime}\right)^{\prime},  \tag{43}\\
& v_{m_{t}}=\frac{1}{\mathcal{R}} P_{m}\left(\left(v_{m}^{\prime} g\left(s_{m}, \phi_{m}\right)\right)^{\prime}-1\right) . \tag{44}
\end{align*}
$$

Theorem 7. For any integer $m>0, \epsilon_{1}>0$ and $T>0$, there exists a unique solution such that $v_{m} \in L^{\infty}\left(0, T ; L^{2}(-1,1)\right) \cap L^{2}\left(0, T ; H^{1}(-1,1)\right)$, $s_{m} \phi^{\prime}{ }_{m}$ $\in L^{\infty}\left(0, T ; L^{2}(-1,1)\right)$, and $s_{m} \in L^{\infty}\left(0, T ; H^{1}(-1,1)\right)$. Moreover, this solution satisfies the relations $\left(a_{1} s_{m}{ }^{\prime \prime}-a_{2} s_{m}\left|\phi^{\prime}{ }_{m}\right|^{2}\right) \in L^{2}\left(0, T ; L^{2}(-1,1)\right)$, and $\left(\left(s_{m}^{2}+\epsilon_{1}^{2}\right) \phi^{\prime}{ }_{m}\right)^{\prime} \cdot\left(\gamma_{1}\left(s_{m}\right)+\epsilon_{1}^{2}\right)^{-1 / 2} \in L^{2}\left(0, T ; L^{2}(-1,1)\right)$. Furthermore for any $m>0$ the solutions satisfy the dissipative relation of 6 .

Now we multiply equation (31) by $s$ to get the new equation

$$
\begin{align*}
& \frac{1}{2}\left(s^{2}\right)_{t}=\mu\left[\frac{a_{1}}{2}\left(\left(s^{2}\right)^{\prime \prime}-2\left(s^{\prime}\right)^{2}\right)-a_{2} s^{2}\left(\phi^{\prime}\right)^{2}\right]  \tag{45}\\
& -\mathcal{J}^{-1} s f^{\prime}(s)-s g_{3}(s) v^{\prime} \sin \phi \cos \phi \tag{46}
\end{align*}
$$

Remark. We notice that equation (31) is equivalent to (46) when $s \neq 0$. On the other hand, $s=0$ also satisfies the original equation (31).

Passing to the limit as $m \rightarrow \infty$ and $\epsilon_{1} \rightarrow 0$ in the fields of Theorem7, yields:
Theorem 8. There exists a global weak solution of the governing systems (46), (32)-(33) together with initial and boundary conditions.

### 5.1 Stationary flow

We discuss properties of steady state flow with large Ericksen number. This is a prevalent feature of polymeric liquid crystals in processing conditions. One relevant issue about such a flow is the large number of defects present in the region ([29], [2], [17]). In our analyses, we obtain configurations with arrays of line defects parallel to the flow. In each of such lines, $s$ vanishes (i.e., the material becomes locally isotropic), and $\phi$ experiences a jump from $-\frac{\pi}{4}$ to $\frac{\pi}{4}$ across it. The governing equations are singularly perturbed by a parameter $\mu=\mathcal{E}^{-1}$, become singular at points where $s=0$ and are highly nonlinear.

First, let us consider aligning regimes, i.e., those that satisfy $\left|\frac{\gamma_{1}}{\gamma_{2}}\right| \leq 1$. Although the oscillatory and singular behavior of solutions is still more prevalent in non-aligning regimes, we restrict the present description to the former case. The proof of singular oscillatory solutions to the boundary value problem proceeds through the following steps. Let $\mathrm{I}=(-1,1)$.
Turning points and the saddle point property. The turning points $x \in \mathrm{I}$ of the governing equations belong to one of the solution branches $S=0$ and $S_{\mathcal{T}}(\cdot, \pm 1)$. The branches $S_{\mathcal{T}}$ are defined by the algebraic relations,

$$
\begin{equation*}
0=f^{\prime}(s(x))-\frac{e}{2} \mathcal{J} g^{-1}(s, \phi(s)) g_{3}(s) h(s(x)) x, e= \pm 1 \tag{47}
\end{equation*}
$$

with $h(s)=\left(1-\frac{\gamma_{1}{ }^{2}}{\gamma_{2}{ }^{2}}(s)\right)^{\frac{1}{2}}$. In such branches, $\phi$ takes the following values:

$$
\begin{equation*}
\sin \phi= \pm \sqrt{\frac{1}{2}\left(1+\frac{\gamma_{1}}{\gamma_{2}}(s)\right)} \tag{48}
\end{equation*}
$$

respectively. (Note that $\phi$ is undefined when $s=0$.) Equations (47) and (48) result from setting $\mu=0$ in the steady state equations. $S=0$ and $S_{\mathcal{T}}(\cdot, \pm 1)$, are invariant manifolds of the governing equations and satisfy the saddle point property.

The oscillatory property. The solutions of the steady state problem oscillate between the branches $S_{\mathcal{T}}(x, e), e= \pm 1$, through $S=0$, with the number of oscillations $N=O\left(\mu^{-\frac{1}{2}}\right)$, for small $\mu>0$. Moreover, the graph of $\phi$ presents either a discontinuity or a cusp at points where $s=0$.
Young measures and effective equations. The high density of defects and oscillations through the isotropic state for small $\mu$ suggest to address the problem from the point of view of finding effective quantities and flow equations. We characterize such configurations in terms of Young measures associated with sequences of weak solutions. The resulting effective equations correspond to the Newtonian flow together with additional relations for Young measures representing a remnant microstructure of ordered states. The analysis covers aligning as well as non-aligning regimes.

If $\left\{s_{\mu}, \phi_{\mu}\right\}$ is a sequence of functions such that $s_{\mu} \rightarrow 0$ uniformly,

$$
g\left(s_{\mu}, \phi_{\mu}\right) \rightarrow \frac{1}{2} \alpha_{4}(0)
$$

uniformly on $I$ as $\mu$ goes to zero. Up to a subsequence, velocity $v_{\mu}$ tends to a limit $v_{0}$ in $L^{2}(I)$, and weakly in $W^{1,2}(I)$. Hence, the product $g\left(s_{\mu}, \phi_{\mu}\right) v_{\mu}^{\prime}$ of a strongly convergent sequence $g$ and a weakly convergent sequence $v_{\mu}^{\prime}$ converges to $\frac{1}{2} \alpha_{4}(0) v_{0}^{\prime}$ weakly in $L^{2}(I)$. This implies that $v_{0}$ satisfies the effective equation

$$
\begin{equation*}
\eta_{\mathrm{eff}} v_{0}^{\prime \prime}=1 \tag{49}
\end{equation*}
$$

which is the equation of the Newtonian Poiseuille flow with effective viscosity $\eta_{\text {eff }}=\frac{1}{2} \alpha_{4}(0)$.

## Remarks.

1 When the Ericksen number is large and the Reynolds number is on the order of 1 , the typical viscosity is much larger than the typical elasticity. It is natural to expect that alignment of the molecules will be destroyed by the diffusion, so that liquid crystal flow is that of an isotropic liquid with a constant viscosity. If that were the case, equation (49) would be the only effective equation of the limiting flow. Rigorous analysis suggests, however, that one should also consider Young measure generated by the sequence $\phi_{\mu}$. This measure is nontrivial and it describes a remnant of ordered states compatible with the boundary conditions. Our analysis justifies such a conjecture.

2 We observe that the governing system is shift-invariant; indeed if $(s, \phi)$ is a solution, then $(\underset{\sim}{s}, \phi+k \pi)$ is also a solution for any integer $k$. Starting with an increasing $\tilde{\phi}$, we can split the interval $I$ into subintervals on which $k \pi \leq \tilde{\phi} \leq(k+1) \pi$ and then define a $\phi$ by shifting appropriately on each subinterval. The resulting $\phi$ will be bounded, rapidly oscillating and
discontinuous, and hence not an element of $W^{1,2}(I)$. We refer to such functions generalized solutions, to distinguish them from weak solutions. This behavior of $\phi$ is associated with the presence of multiple defects. (We point out that such generalized solutions $\phi$ can also be obtained from asymptotic analysis of the governing system for small $\mu$, when neglecting the internal layer components of the solution field).

The following notation allows us to summarize the previous discussion in Theorem 9.

$$
\begin{align*}
& G_{1}(s, \phi, x)=\frac{1}{2} \beta_{1}(s) g^{-1}(s, \phi, x) x \sin 2 \phi+\frac{1}{\mathcal{J}} f^{\prime}(s)  \tag{50}\\
& G_{2}(s, \phi, x)=\frac{1}{2 \eta_{0}}\left(\gamma_{1}(s)+\gamma_{2}(s) \cos 2 \phi\right) g^{-1}(s, \phi, x) x  \tag{51}\\
& A=\left(a_{2} / a_{1}\right)^{1 / 2} \tag{52}
\end{align*}
$$

Theorem 9. Let $\tilde{s}_{\mu}, \tilde{\phi}_{\mu}$ be a sequence of weak solutions satisfying the a priori estimates

$$
\begin{gathered}
\left\|\tilde{s}^{\prime}\right\|_{L^{2}(I)} \leq C \\
\left\|\tilde{s} \tilde{\phi}^{\prime}\right\|_{L^{2}(I)} \leq C
\end{gathered}
$$

with $C$ independent of $\mu$. Let $s_{\mu}, \phi_{\mu}$ be a corresponding sequence of generalized solutions. Then, up to a subsequence,
i) $s_{\mu} \rightarrow 0$ uniformly on $I$,
ii) The sequence $\phi_{\mu}$ generates a Young measure $\nu_{x}$ satisfying momentum relations

$$
\begin{align*}
& \int_{-1}^{1} \int_{-\pi / 2}^{\pi / 2}\left(G_{1}(0, z, x) \sin A z-\frac{1}{A} \frac{G_{2}}{s}(0, z, x) \cos A z\right) d \nu_{x}(z) h(x) d x=0 \\
& \int_{-1}^{1} \int_{-\pi / 2}^{\pi / 2}\left(G_{1}(0, z, x) \cos A z+\frac{1}{A} \frac{G_{2}}{s}(0, z, x) \sin A z\right) d \nu_{x}(z) h(x) d x=0 \tag{53}
\end{align*}
$$

iii) The sequence $\tilde{s}\left(\phi_{\mu}^{\prime}\right)^{2}$ converges to a measure $\rho$ in the sense of distributions. Moreover,

$$
\begin{equation*}
\rho=\int_{-\pi / 2}^{\pi / 2} G_{1}(0, z, x) d \nu_{x}(z) \tag{54}
\end{equation*}
$$

Numerical simulations. We now include the graphs of $(s(x), \phi(x)), x \in$ $(-1,1)$ obtained in a numerical simulations of such flow [1] with Ericksen number $10^{3}\left(\mu=10^{-3}\right)$. The boundary conditions are $s(-1)=.7=s(1)$ and $\phi(-1)=0=\phi(1)$.
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#### Abstract

Image inpainting is an image restoration problem, with wide applications in image processing, vision analysis, and the movie industry. This paper surveys and summarizes all the recent inpainting models based on the Bayesian and variational principle. A unified view is developed around the central topic of geometric image models. We also discuss their associated Euler-Lagrange PDE's and numerical implementation. A few open problems are proposed.
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## 1. Introduction

The word "inpainting" is an artistic synonym for "image interpolation," as frequently used among museum restoration artists, who manually remove cracks from degraded ancient paintings by following as faithfully as possible the original intention of their creators [EM76, Wal85]. A mathematical illustration is depicted in Figure 1.

As fine art museums go digital, all real paintings are scanned into computers. No doubt, digital inpainting provides the safest way to restore those degraded ancient paintings, simply by trying computer codes and softwares on the digital copies. Unlike the manual inpainting process which applies directly to the

[^4]original, digital inpainting brings tremendous freedom in making errors or improving results progressively, with no risk of destroying the original precious painting on the canvas, which is often unique in the entire world.

But the application of digital inpainting goes far beyond on-line art museums. In on-line real estate business, for example, a potential customer may ask: I do not like the palm tree and bush in the front yard; what will the house look like without them? If the tree and bush are too close to the house, it is impossible to capture by ordinary cameras an unblocked overview of the entire house. However, treating the tree and bush as an inpainting domain, it is very hopeful that a (clever) inpainting scheme can get rid of them in a realistic fashion.


Figure 1. For a typical inpainting problem, the image is missing on an inpainting domain $D$, and the available part $\left.u^{0}\right|_{D^{c}}$ is often noisy. $D$ can be disconnected.

Ever since the original work of Bertalmio et al. [BSCB00], digital inpainting has found wide applications in image processing, vision analysis, and the movie industry. Recent examples include: automatic scratch removal in digital photos and old films [BSCB00, CS01a], text erasing [BBC ${ }^{+} 01, \mathrm{BSCB} 00$, CS01a, CS01c], special effects such as object disappearance and wire removal for movie production [BSCB00, CS01c], disocclusion [MM98], zooming and super-resolution $\left[\mathrm{BBC}^{+} 01, \mathrm{CS} 01 \mathrm{a}\right.$, TAYW01], lossy perceptual image coding [CS01a], and removal of the laser dazzling effect [CCBT01], and so on. On the other hand, in the engineering literature, there also have been many earlier works closely related to inpainting, which include image interpolation [AKR97, KMFR95a, KMFR95b], image replacement [IP97, WL00], and error concealment [JCL94, KS93] in the communication technology.

As scattered as the applications are, the methods for inpainting related problems have also been very diversified, ranging from nonlinear filtering method, wavelets and spectral method, and statistical method (especially for textures), etc.

The most recent approach to non-texture inpainting is based on the PDE method and Calculus of Variations, and can be classified into two categories. The first class is based on the simulation of micro-inpainting mechanisms. It includes the axiomatic approach of Caselles, Morel and Sbert [CMS98], the transport process [BSCB00] (the first high-order PDE model), the diffusion
process [CS01c], and their combination [BBS01, CS01b]. The second category includes all variational models simulating the unique macro-inpainting mechanism: "best guess," or the Bayesian framework [GG84, KR96, Mum94b]. The latter includes the total variation model [CS01d, CS01a, RO94, ROF92], the functionalized elastica model [CKS01, MM98], the value-and-direction joint model [ $\left.\mathrm{BBC}^{+} 01\right]$, the active contour model based on Mumford and Shah's segmentation [TAYW01], and the inpainting scheme based on the Mumford-Shah-Euler image model [ES01].

The current paper surveys and summarizes this latter category. The main goal is to develop a systematic approach and mathematical foundation for all these previously scattered works, so that the survey can serve as a fresh starting point, rather than a concluding chapter, for further research on this challenging topic.

The philosophy behind Bayesian inpainting is quite simple and intuitive (see Figure 1): the way we human inpainters inpaint an incomplete picture mostly relies on two factors - how we read the existing part of the picture $\left.u^{0}\right|_{\Omega \backslash D}$ (i.e. data model), and what class of images we believe the original good picture $u$ belongs to (i.e. image prior model). (For example, if it is known that we are inpainting an image of a kitchen with tomatoes, peppers, and apples, we have the a priori preference of smooth shapes and the green and red colors.) In the Bayesian language, a balanced optimal guess is to maximize the posterior probability $\operatorname{Prob}\left(u \mid u^{0}\right)$ (MAP) given by

$$
\begin{equation*}
\operatorname{Prob}\left(u \mid u^{0}\right)=\frac{\operatorname{Prob}\left(u^{0} \mid u\right) \cdot \operatorname{Prob}(u)}{\operatorname{Prob}\left(u^{0}\right)} . \tag{1}
\end{equation*}
$$

Once an image $u^{0}$ is given, the denominator is a fixed constant. Thus we are to maximize the product of the data probability and the image probability.

For inpainting, the data model is usually simple as illustrated in Figure 1: the available part $\left.u^{0}\right|_{\Omega \backslash D}$ is the restriction of the original good image $u$ on $\Omega \backslash D$, polluted independently by white noise $n$, i.e.

$$
\left.u^{0}\right|_{\Omega \backslash D}=\left.u\right|_{\Omega \backslash D}+n .
$$

On the other hand, since there is no data available on the inpainting domain $D$, the task of reconstructing the image on $D$ solely falls on the image model. This makes a good image model more crucial for inpainting than for any other classical restoration problems such as denoising, deblurring, and segmentation [CS01a, ES01].

Image models can be learned from image data banks based on filtering, parametric or non-parametric estimation, and the entropy method (See Zhu, Wu and Mumford [ZM97, ZWM97] for examples). Such statistical approach is especially important for inpainting or synthesizing images with rich textures [IP97, WL00].

On the other hand, in most inpainting problems, the inpainting domain often "erases" some perceptually important geometric information of the image, edges, for example. To reconstruct geometry, it is necessary that the image model well resolves the geometry a priori. Most conventional probabilistic models lack such feature. Fortunately, "energy" forms do exist in the literature, which have been explicitly motivated by geometry. Well-known examples include the TV (total variation) model of Rudin, Osher and Fatemi [ROF92] and the object-edge model of Mumford and Shah [MS89]. The link between probabilistic image models and such geometric image models, as Mumford pointed out [Mum94b], is formally made through Gibbs' formula in statistical mechanics [Gib02]:

$$
\operatorname{Prob}(u)=\frac{1}{Z} \exp (-\beta E[u])
$$

where $E[u]$ is the energy of $u$ (e.g., the total variation of $u$ ), $\beta$ denotes the inverse absolute temperature, and $Z$ the partition function. (Working with energy also frees one from laboring on the definability of the partition function $Z$, which is generally a highly non-trivial mathematical issue.) The Bayesian formula (1) is re-expressed in the energy form by

$$
E\left[u \mid u^{0}\right]=E\left[u^{0} \mid u\right]+E[u]+\text { const. }
$$

where the constant can be dropped safely as far as energy minimization is concerned.

The organization goes as follows. Section 2 starts with an axiomatic approach for curve models, which, to our best knowledge, is new. The latter half of the section explains two approaches for constructing geometric image models from curve models:
(i) through direct functionalization based on the level-sets; and
(ii) by having a curve model embedded as an edge model in the object-edge primitive image model.
These approaches unify the four geometric image models appearing in the recent inpainting literature:
(1) the TV image model of Rudin, Osher and Fatemi [ROF92, RO94], first applied to inpainting modeling by Chan and Shen [CS01a];
(2) the functionalized elastica image model as proposed and studied by Masnou and Morel [MM98], and Chan, Kang, and Shen [CKS01];
(3) the Mumford-Shah image model [MS89] applied to inpainting by Tsai, Yezzi, and Willsky [TAYW01], Chan and Shen [CS01a], and Esedoglu and Shen [ES01]; and
(4) the Mumford-Shah-Euler image model designed for image inpainting by Esedoglu and Shen [ES01].

Section 3 explains all the recent inpainting schemes based on these geometric image models. We discuss the associated Euler-Lagrange PDE's, their geometric meaning, and robust ways of numerical implementation. Digital examples are given for each inpainting model. Conclusion and open problems are written into Section 4.

Throughout the paper, $\Omega$ denotes the entire image domain, $D$ the missing inpainting domain, $u^{0}$ the available part of the image on $\Omega \backslash D$, and $u$ the targeted inpainting restoration. The standardized symbols $\nabla, \nabla \cdot$ and $\Delta$ represent the gradient, divergence, and Laplacian operators separately. For any multi-variable function or functional $F(X, Y)$, the symbol $F(X \mid Y)$ still means $F(X, Y)$, but emphasizing that $Y$ is fixed as known. This is to imitate the symbol of conditional probability or expectation appearing in the Bayesian formula (but without probabilistic normalization).

## 2. Geometric Image Models

### 2.1 Curve models

Geometry plays a crucial role in visual perception and image understanding, including classification and pattern recognition. The most important geometry for image analysis is hidden in edges. From David Marr's classical work on primal sketch [MH80] to David Donoho's geometric wavelets analysis [Don00], edges always stay in the heart of many issues: image coding and compression, image restoration, segmentation and tracking, just to name a few.

Therefore it is of fundamental significance to understand how to mathematically model edges and curves.

From the Bayesian point of view, this is to establish a probability distribution $\operatorname{Prob}(\Gamma)$ over "all" curves. An instant example coming to mind is the Brownian motion and its Wiener measure [KS97]. The problem is that Brownian paths are parameterized curves (by "time") and are even almost surely no-where differentiable. For image analysis, however, edges are intrinsic (1-D) manifolds and their regularity is an important visual cue.

According to the previously stated Gibbs' formulation, we are to look for a suitable energy form $E[\Gamma]$. It is always convenient to first start with its digital version.

In digital image processing, Freeman's Chain Coding [Fre61] is a popular data structure for representing object borders and edges. The underlying idea is to represent a 1-D curve $\Gamma$ by a chain of ordered sample points

$$
\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \cdots, \boldsymbol{x}_{N}
$$

dense enough to ensure reasonable approximation. Working directly with such chains of finite length, we need to define appropriate energy forms

$$
E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \cdots, \boldsymbol{x}_{N}\right]
$$

To the best of our knowledge, the following axiomatic approach is new in the literature. We shall naturally construct two of the most useful planer curve models: the length energy and Euler's elastica energy.

Axiom 1. Euclidean invariance.

Let $Q \in O(2)$ (conventionally called a rotation, though including all reflections), and $c \in R^{2}$ an arbitrary point. Euclidean invariance consists of two parts: the rotational invariance

$$
E\left[Q \boldsymbol{x}_{0}, Q \boldsymbol{x}_{1}, \cdots, Q \boldsymbol{x}_{N}\right]=E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \cdots, \boldsymbol{x}_{N}\right]
$$

and the translation invariance

$$
E\left[\boldsymbol{x}_{0}+\boldsymbol{c}, \boldsymbol{x}_{1}+\boldsymbol{c}, \cdots, \boldsymbol{x}_{N}+\boldsymbol{c}\right]=E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \cdots, \boldsymbol{x}_{N}\right] .
$$

Axiom 2. Reversal invariance.

It requires that

$$
E\left[\boldsymbol{x}_{0}, \cdots, \boldsymbol{x}_{N}\right]=E\left[\boldsymbol{x}_{N}, \cdots, \boldsymbol{x}_{0}\right]
$$

which means that the energy does not depend on the orientation of the curve.
Axiom 3. $p$-point accumulation $(p=2,3, \cdots)$.

This is fundamentally a rule on locality. A p-point accumulative energy satisfies the accumulation law:

$$
E\left[\boldsymbol{x}_{0}, \cdots, \boldsymbol{x}_{n}, \boldsymbol{x}_{n+1}\right]=E\left[\boldsymbol{x}_{0}, \cdots, \boldsymbol{x}_{n}\right]+E\left[\boldsymbol{x}_{n-p+2}, \cdots, \boldsymbol{x}_{n+1}\right]
$$

for all $n \geq p-2$. Through cascade, we easily establish that
Proposition 1. Suppose $E$ is p-point accumulative. Then for any $N \geq p-1$,

$$
E\left[\boldsymbol{x}_{0}, \cdots, \boldsymbol{x}_{N}\right]=\sum_{n=0}^{N-p+1} E\left[\boldsymbol{x}_{n}, \cdots, \boldsymbol{x}_{n+p-1}\right]
$$

Thus, for example, a 2-point accumulative energy must be in the form of

$$
E\left[\boldsymbol{x}_{0}, \cdots, \boldsymbol{x}_{N}\right]=E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}\right]+E\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]+\cdots+E\left[\boldsymbol{x}_{N-1}, \boldsymbol{x}_{N}\right]
$$

and a 3-point accumulative energy satisfies

$$
E\left[\boldsymbol{x}_{0}, \cdots, \boldsymbol{x}_{N}\right]=E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]+E\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}\right]+\cdots+E\left[\boldsymbol{x}_{N-2}, \boldsymbol{x}_{N-1}, \boldsymbol{x}_{N}\right] .
$$

Generally, a p-point accumulative energy $E$ is completely determined by its fundamental form

$$
E\left[\boldsymbol{x}_{0}, \cdots, \boldsymbol{x}_{p-1}\right] .
$$

In what follows, we study the cases of $p=2$ and $p=3$.

### 2.1.1 2-point accumulative energy and the length .

Proposition 2. A Euclidean invariant 2-point accumulative energy must be in the form of

$$
E\left[\boldsymbol{x}_{0}, \cdots, \boldsymbol{x}_{N}\right]=\sum_{n=0}^{N-1} f\left(\left|\boldsymbol{x}_{n+1}-\boldsymbol{x}_{n}\right|\right)
$$

for some non-negative function $f(s)$.
Proof. We only need to show that

$$
E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}\right]=f\left(\left|\boldsymbol{x}_{1}-\boldsymbol{x}_{0}\right|\right)
$$

Translation invariance leads to

$$
E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}\right]=E\left[0, \boldsymbol{x}_{1}-\boldsymbol{x}_{0}\right]=F\left(\boldsymbol{x}_{1}-\boldsymbol{x}_{0}\right)
$$

with $F(\boldsymbol{x})=E[0, \boldsymbol{x}]$. Then rotational invariance further implies that

$$
F(Q \boldsymbol{x}) \equiv F(\boldsymbol{x}), \quad Q \in O(2), \boldsymbol{x} \in R^{2}
$$

Thus if we define $f(s)=F((s, 0))$, then $F(\boldsymbol{x})=f(|\boldsymbol{x}|)$.
If in addition, we impose
Axiom 4. Linear additivity:
For any $\alpha \in(0,1)$, and $\boldsymbol{x}_{1}=\alpha \boldsymbol{x}_{0}+(1-\alpha) \boldsymbol{x}_{2}$,

$$
E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{2}\right]=E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}\right]+E\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]
$$

Then it is easy to show that the energy is unique up to a multiplicative constant.

Theorem 1. A Euclidean invariant 2-point accumulative energy $E$ with linear additivity must be the length energy, i.e.,

$$
E\left[\boldsymbol{x}_{0}, \cdots, \boldsymbol{x}_{N}\right]=c \sum_{n=0}^{N-1}\left|\boldsymbol{x}_{n}-\boldsymbol{x}_{n+1}\right|
$$

for some fixed positive constant $c$.
For a summable curve $\Gamma$, as $N \rightarrow \infty$, and the sampling size

$$
\max _{0 \leq n \leq N-1}\left|\boldsymbol{x}_{n}-\boldsymbol{x}_{n+1}\right|
$$

tends to zero, such digital energy converges to the length.

### 2.1.2 3-point accumulative energy and the curvature.

To determine the fundamental form $E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]$, first recall Frobenius' classical theorem [COS $\left.{ }^{+} 98\right]$. The three points $\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}$ live in $R^{6}=R^{2} \times$ $R^{2} \times R^{2}$, and the dimension of a Euclidean orbit is 3: 1 from the rotation group, and 2 from the translation group. Therefore, Frobenius' theorem applied to the Euclidean invariance gives

Proposition 3. One can find exactly three independent joint invariants: $I_{1}, I_{2}$, and $I_{3}$, such that $E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]$ is a function of them.

Define

$$
a=\left|\boldsymbol{x}_{1}-\boldsymbol{x}_{0}\right|, \quad b=\left|\boldsymbol{x}_{2}-\boldsymbol{x}_{1}\right|, \quad c=\left|\boldsymbol{x}_{2}-\boldsymbol{x}_{0}\right|
$$

Then the ordered triple $(a, b, c)$ is apparently Euclidean invariant, and two chains $\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]$ and $\left[\boldsymbol{y}_{0}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right]$ are Euclidean congruent if and only if they share the same $(a, b, c)$. Thus there must exist a non-negative function $F(a, b, c)$ such that

$$
E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]=F(a, b, c)
$$

Define the two elementary symmetric functions of $a$ and $b$ :

$$
A_{1}=\frac{a+b}{2} \quad \text { and } \quad B_{1}=a b
$$

The reversal invariance implies the symmetry of $F$ with respect to $a$ and $b$. Thus $E$ has to be a function of $A_{1}, B_{1}$, and $c$ :

$$
E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]=f\left(A_{1}, B_{1}, c\right)
$$

Let $s$ denote the half perimeter of the triangle $\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}\right)$ :

$$
s=A_{1}+\frac{c}{2}
$$

and $\Delta$ its area:

$$
\Delta=\sqrt{s(s-a)(s-b)(s-c)}=\sqrt{s(s-c)\left(s^{2}-2 A_{1} s+B_{1}\right)}
$$

Then we can define the digital curvature at $\boldsymbol{x}_{1}\left[\mathrm{COS}^{+} 98\right.$, COT96, Bou00] by

$$
\kappa_{1}=4 \frac{\Delta}{B_{1} c}=\frac{\sin \theta_{1}}{c / 2}
$$

where $\theta_{1}$ is the angle facing the side $\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{2}\right]$. It is shown by Calabi, Olver, and Tannenbaum [COT96] that for a generic smooth curve and a fixed point $\boldsymbol{x}_{1}$ on it, as $a, b \rightarrow 0$,

$$
\kappa_{1}=\kappa\left(\boldsymbol{x}_{1}\right)+O(|b-a|)+O\left(a^{2}+b^{2}\right)
$$

where $\kappa\left(\boldsymbol{x}_{1}\right)$ is the curvature at $\boldsymbol{x}_{1}$.
Now it is easy to see that $\kappa_{1}, A_{1}, B_{1}$ is a complete set of joint invariants for both the Euclidean and reversal invariances, and

$$
E\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]=g\left(\kappa_{1}, A_{1}, B_{1}\right)
$$

Therefore, we have proved
Theorem 2. A 3-point accumulative energy $E$ with both Euclidean and reversal invariances must be in the form of

$$
E\left[\boldsymbol{x}_{0}, \cdots, \boldsymbol{x}_{N}\right]=\sum_{n=1}^{N-1} g\left(\kappa_{n}, A_{n}, B_{n}\right)
$$

Further notice that, as the sampling size $a, b=O(h), h \rightarrow 0$ at a fixed point $\boldsymbol{x}_{1} \in \Gamma$,

$$
\kappa_{1}=O(1), \quad A_{1}=O(h), \quad B_{1}=O\left(h^{2}\right)
$$

Applying Taylor expansion to $g$ for the infinitesimals $A_{1}$ and $B_{1}$ (assuming that $g$ is smooth), we have

$$
g\left(\kappa_{1}, A_{1}, B_{1}\right)=g_{1}\left(\kappa_{1}\right) A_{1}+g_{2}\left(\kappa_{1}\right) B_{1}+\cdots
$$

for some functions $g_{1}, g_{2}, \cdots$. In the linear integration theory, by neglecting all high order $(\geq 2)$ infinitesimals, we end up with

$$
g\left(\kappa_{1}, A_{1}, B_{1}\right)=g_{1}\left(\kappa_{1}\right) A_{1} .
$$

Therefore we have derived,

Corollary 1. Following Theorem 2, in addition, suppose that for any smooth summable simple curve $\Gamma$, and its Chain Coding approximation $\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \cdots \boldsymbol{x}_{N}\right]$ with the size

$$
h=\max _{0 \leq n \leq N-1}\left|\boldsymbol{x}_{n}-\boldsymbol{x}_{n+1}\right|
$$

tending to zero, $E\left[\boldsymbol{x}_{0}, \cdots \boldsymbol{x}_{N}\right]$ converges. Then as far as the limit is concerned, there is only one class of such energy, which is given by

$$
E\left[\boldsymbol{x}_{0}, \cdots, \boldsymbol{x}_{N}\right]=\sum_{n=1}^{N-1} f\left(\kappa_{n}\right) A_{n}
$$

As $h \rightarrow 0$, it converges to

$$
E[\Gamma]=\int_{\Gamma} f(\kappa) d s
$$

where $d s$ is the length element.
For instance, if we take $f(\kappa)=\alpha+\beta \kappa^{2}$ for two fixed weights $\alpha$ and $\beta$, the resulting energy is called the elastica energy [Mum94a], which was first studied by Euler in modeling the shape of a torsion free thin rod in 1744 . If $\beta=0$, the elastica energy degenerates to the length energy.

### 2.2 Image models via functionalizing curve models

Once a curve model $E[\Gamma]$ is established, it can be "lifted" to an image model by direct functionalization and the level-set approach.

Let $u(x)$ be an image defined on a domain $\Omega \subset R^{2}$. For the moment assume that $u$ is smooth so that almost surely for each gray value $\lambda$, the level-set

$$
\Gamma_{\lambda}=\{x \in \Omega: u(x)=\lambda\}
$$

is a smooth 1-D manifold. Let $w(\lambda)$ be an appropriate non-negative weight function. Then based on a given curve model $E[\Gamma]$, we can construct an image model:

$$
E[u]=\int_{-\infty}^{\infty} E\left[\Gamma_{\lambda}\right] w(\lambda) d \lambda
$$

Conventionally $w(\lambda)$ is set to 1 to reflect human perceptual sensitivity. Suppose we have a bundle of level-sets whose gray values are concentrated over $[\lambda, \lambda+\Delta \lambda]$. If $\Delta \lambda$ is small, then the image appears smooth over the region made of these level-sets, and is thus less sensitive to perception. The energy assigned to such bundles should be small accordingly. On the other hand, if $\Delta \lambda$ is large, for example in the situation when the bundle contains a sharp edge, then the level-sets carry important visual information and the associated energy
should be large. Therefore, the Lebesgue measure $d \lambda$ is already perceptually motivated and $w(\lambda)$ can be set to 1 , which we shall assume in the following.

Suppose we take the length energy in Theorem 1 as the curve model, then the resulting image model

$$
E[u]=\int_{-\infty}^{\infty} \operatorname{length}\left(\Gamma_{\lambda}\right) d \lambda
$$

is exactly Rudin-Osher-Fatemi's TV model [ROF92, RO94]:

$$
E[u]=\int_{\Omega}|\nabla u| d x .
$$

This is because for a smooth image $u$, along any level-set $\Gamma_{\lambda}$,

$$
d \lambda=|\nabla u| d \sigma, \quad \text { length }\left(\Gamma_{\lambda}\right)=\int_{\Gamma_{\lambda}} d s
$$

with $d s$ and $d \sigma$ denoting the arc lengthes of the level-sets and gradient flows, which are orthogonal to each other, and thus

$$
d s d \sigma=d x
$$

is the area element. Therefore,

$$
E[u]=\int_{-\infty}^{\infty} \int_{\Gamma_{\lambda}}|\nabla u| d \sigma d s=\int_{\Omega}|\nabla u| d x
$$

The above derivation is in a formal level and can be rigorously established based on the theory of BV functions [Giu84], where the length of a level-set is replaced by the perimeter of its associated region, the Sobolev gradient norm by the TV radon measure. Then the lifting process is exactly the famous co-area formula.

Similarly, suppose we take the curvature curve model in Corollary 1, then the lifted image model becomes

$$
E[u]=\int_{\Omega} f\left(\left|\nabla \cdot\left[\frac{\nabla u}{|\nabla u|}\right]\right|\right)|\nabla u| d x
$$

Especially, if $f(s)=\alpha+\beta s^{2}$, it is called the elastica image model [CKS01, MM98].

### 2.3 Image models with embedded edge models

The second approach to construct image models from curve models is based on the object-edge primary model, as proposed by Mumford-Shah [MS89]. In
such image models, the curve model is embedded to weigh the energy from the edges, i.e., abrupt jumps in images.

For example, the classical Mumford-Shah image model employs the length curve model:

$$
E[u, \Gamma]=\int_{\Omega \backslash \Gamma}|\nabla u|^{2} d x+\alpha \text { length }(\Gamma)
$$

Here $\Gamma$ denotes edge collection. Unlike the TV image model, once the singular set $\Gamma$ is singled out, for the rest of the image domain, Sobolev smoothness can be legally imposed.

Mumford-Shah image model has been very successful in image segmentation and denoising. For image inpainting, as Esedoglu-Shen discussed in [ES01], it is intrinsically insufficient. Therefore a new image model called Mumford-Shah-Euler is proposed in [ES01] based on the elastica curve model:

$$
E[u, \Gamma]=\int_{\Omega \backslash \Gamma}|\nabla u|^{2} d x+\int_{\Gamma}\left(\alpha+\beta \kappa^{2}\right) d s
$$

We now start to discuss how to carry out inpainting based on these image models.

## 3. Inpainting Models and Their PDE's

In this section, we survey all the recent inpainting schemes based on the geometric image models mentioned above. We shall describe the PDE forms for all the variational models, and their digital realization based on the numerical PDE method. Digital examples are demonstrated for each inpainting scheme.

### 3.1 The TV inpainting

In [CS01a], we first touched on the Bayesian idea for the inpainting problem, as an alternative to the PDE approach invented by Bertalmio et al. [BSCB00] based on the transport mechanism. The image model employed in [CS01a] is the well-known Rudin-Osher-Fatemi’s TV image model, as first proposed for the denoising and deblurring application [ROF92, RO94].

The TV inpainting model is to minimize the posterior energy

$$
\begin{equation*}
J_{\mathrm{tv}}\left[u \mid u^{0}, D\right]=\int_{\Omega}|\nabla u| d x+\frac{\lambda}{2} \int_{\Omega \backslash D}\left(u-u^{0}\right)^{2} d x \tag{2}
\end{equation*}
$$

Define

$$
\lambda_{D}(x)=\lambda \cdot 1_{\Omega \backslash D}(x)
$$

Then the steepest descent equation for the energy is

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\nabla \cdot\left[\frac{\nabla u}{|\nabla u|}\right]+\lambda_{D}(x)\left(u^{0}-u\right) \tag{3}
\end{equation*}
$$

which is a diffusion-reaction type of nonlinear equation. To justify the drop of the boundary integral coming from the variational process, the associated boundary condition along $\partial \Omega$ is adiabatic: $\partial u / \partial \vec{\nu}=0$, where $\vec{\nu}$ denotes the normal direction of the boundary.

The diffusion is anisotropic to respect sharp edges as in the Perona-Malik diffusion [PM90] since the diffusivity coefficient $1 /|\nabla u|$ becomes small where $u$ has sharp jumps. The reaction term has $u^{0}$ as its attractor to keep the solution close to the given noisy image. But notice that on the inpainting domain $D$, the equation is a pure diffusion process, which of course originally comes from the TV image model.

In [CKS01], the existence of a minimizer of $J_{\mathrm{tv}}$ in the BV space is established based on the direct method of Calculus of Variation. The uniqueness, however, is generally not guaranteed. An example is given in [CKS01]. Non-uniqueness, from the vision point of view, reflects the uncertainty of human visual perception in certain situations, and thus should not be cursed in terms of faithful modeling.

For the digital realization of model (3), the degenerate diffusion coefficient $1 /|\nabla u|$ is always conditioned to

$$
\frac{1}{|\nabla u|_{a}}, \quad|\nabla u|_{a}=\sqrt{a^{2}+|\nabla u|^{2}}
$$

for some small positive constant $a$. From the energy point of view, it amounts to the minimization of the modified $J_{\mathrm{tv}}$ :

$$
\begin{equation*}
J_{\mathrm{tV}}^{a}[u]=\int_{\Omega}|\nabla u|_{a}+\frac{\lambda}{2} \int_{\Omega \backslash D}\left(u-u^{0}\right)^{2} d x \tag{4}
\end{equation*}
$$

This energy form connects image inpainting to the classical problem of nonparametric minimal surfaces [Giu84]. In fact, in the $(x, y, z)$ space, the first term of $J_{\mathrm{tv}}^{a}[u]$, up to the multiplicative constant $a$, is exactly the area of the surface

$$
z=z(x, y)=u(x, y) / a
$$

In the case when the available part $u^{0}$ is noise-free, we have

$$
\lambda=\infty,\left.\quad z\right|_{\Omega \backslash D}=\left.z^{0}\right|_{\Omega \backslash D}
$$

Thus we end up with the exact minimal surface problem on the inpainting domain $D$ :

$$
\min \int_{D} \sqrt{1+|\nabla z|^{2}} d x \quad \text { with } \quad z=z^{0} \text { along } \partial D
$$

Here along the boundary, $\left.z\right|_{\partial D}$ is understood as the trace from the interior. Since this Dirichlet problem might not be solvable for general inpainting domains $D$
(see [Giu84] for example), as far as inpainting is concerned, we may formulate a weaker version even for the noise-free case:

$$
\min \int_{D} \sqrt{1+|\nabla z|^{2}}+\frac{\mu}{2} \int_{\partial D}\left(z-z^{0}\right)^{2} d H_{1}
$$

where $\mu$ is a large positive weight and $d H_{1}$ the 1-dimensional Hausdorff measure of $\partial D$. Then the existence of a minimum can be easily established based on the direct method.

Compared with all other variational inpainting schemes, the TV model has the lowest complexity and easiest digital implementation. It works remarkably well for more local inpainting problems such as digital zoom-in (Figure 2) and text removal [CS01a]. But for large-scale inpainting problems, the TV inpainting model suffers from its origin in the length curve energy. One major drawback is its failure to realize the Connectivity Principle in visual perception as discussed in [CS01c].


Figure 2. Digital zoom-in based on the TV inpainting scheme, as compared with that based on the harmonic inpainting scheme, i.e., that based on the Sobolev image model: $E[u]=$ $\int_{\Omega}|\nabla u|^{2} d x$. Notice that the TV gives much sharper boundary reconstruction.


Figure 3. TV inpainting applied to the primal-sketch based image decoding.

### 3.2 The elastica inpainting

In [CKS01], Chan, Kang, and Shen proposed to improve the TV inpainting model by using the elastica image model

$$
E[u]=\int_{\Omega}\left(\alpha+\beta \kappa^{2}\right) d x, \quad \kappa=\nabla \cdot\left[\frac{\nabla u}{|\nabla u|}\right]
$$

The elastica inpainting model is thus to minimize the posterior energy

$$
\begin{equation*}
J_{\mathrm{e}}\left[u \mid u^{0}, D\right]=\int_{\Omega} \phi(\kappa) d x+\frac{\lambda}{2} \int_{\Omega \backslash D}\left(u-u^{0}\right)^{2} d x \tag{5}
\end{equation*}
$$

where $\phi(s)=\alpha+\beta s^{2}$.
By Calculus of Variation, it is shown in [CKS01] that the steepest descent equation is given by

$$
\begin{align*}
\frac{\partial u}{\partial t} & =\nabla \cdot \vec{V}+\lambda_{D}(x)\left(u^{0}-u\right)  \tag{6}\\
\vec{V} & =\phi(\kappa) \vec{n}-\frac{\vec{t}}{|\nabla u|} \frac{\partial\left(\phi^{\prime}(\kappa)|\nabla u|\right)}{\partial \vec{t}}, \tag{7}
\end{align*}
$$

Here $\vec{n}, \vec{t}$ are the normal and tangent directions:

$$
\vec{n}=\frac{\nabla u}{|\nabla u|}, \quad \vec{t}=\vec{n}^{\perp}, \quad \frac{\partial}{\partial \vec{t}}=\vec{t} \cdot \nabla
$$

Notice that the coupling of $\vec{t}$ and $\partial / \partial \vec{t}$ in (7) makes it safe to take any direction of $\vec{n}^{\perp}$ for $\vec{t}$. The natural boundary conditions along $\partial \Omega$ are

$$
\frac{\partial u}{\partial \vec{\nu}}=0 \quad \text { and } \quad \frac{\partial\left(\phi^{\prime}(\kappa)|\nabla u|\right)}{\partial \vec{\nu}}=0
$$

The vector field $\vec{V}$ is called the flux of the elastica energy. Its decomposition in the natural orthogonal frame $(\vec{n}, \vec{t})$ in (7) has significant meaning in terms of micro-inpainting mechanisms.
(i) The normal flow $\phi(k) \vec{n}$ carries the feature of an important inpainting scheme invented earlier by Chan and Shen called CDD (curvature driven diffusion) [CS01c]. CDD was discovered in looking for micro mechanisms that can realize the Connectivity Principle in visual perception [CS01c, Kan79, NMS93].
(ii) The tangential component can be written as

$$
\vec{V}_{t}=-\left(\frac{1}{|\nabla u|^{2}} \frac{\partial\left(\phi^{\prime}(\kappa)|\nabla u|\right)}{\partial \vec{t}}\right) \nabla^{\perp} u
$$

and its divergence is

$$
\nabla \cdot \vec{V}_{t}=\nabla^{\perp} u \cdot \nabla\left(\frac{-1}{|\nabla u|^{2}} \frac{\partial\left(\phi^{\prime}(\kappa)|\nabla u|\right)}{\partial \vec{t}}\right)
$$

since $\nabla^{\perp} u$ is divergence free. Define the smoothness measure

$$
L_{\phi}=\frac{-1}{|\nabla u|^{2}} \frac{\partial\left(\phi^{\prime}(\kappa)|\nabla u|\right)}{\partial \vec{t}} .
$$

Then the tangent component is in the form of the transport inpainting mechanism as originally invented by Bertalmio et al. [BSCB00].

Pure transport can lead to shocks as in traffic models, while pure curvature driven diffusion (CDD) is only motivated by the Connectivity Principle in vision research and lacks theoretical support. The elastica inpainting PDE (6) combines their strength and also offers a theoretical framework.

For the numerical realization of the model, we mention the following aspects. More detail can be found in [CKS01]. Two digital examples are illustrated in Figure 4.
(a) To accelerate the convergence of the steepest descent marching (6) toward its equilibrium solution, one can adopt the Marquina-Osher method [MO99] by adding a non-negative "time correcting factor" $T(u,|\nabla u|)$ :

$$
\frac{\partial u}{\partial t}=T \cdot\left(\nabla \cdot \vec{V}+\lambda_{D}(x)\left(u^{0}-u\right)\right)
$$

For instance, take $T=|\nabla u|$. As shown in [MO99], such simple technique can substantially improve the numerical marching size and speed up the convergence.
(b) As in the TV inpainting model, for the computation of $\kappa$ and $\vec{V}, 1 /|\nabla u|$ is always conditioned to $1 /|\nabla u|_{a}$ to avoid a zero denominator.
(c) To more efficiently denoise and propagate sharp edges, classical numerical techniques from computational fluid dynamics (CFD) can be very useful, including those originally designed for capturing shocks. Techniques adopted in [CKS01] are the upwind scheme and the min-mod scheme [OR90].


Figure 4. Two examples of elastica inpainting, as compared with TV inpainting. In the case of large aspect ratios [CS01c], the TV inpainting model fails to comply to the Connectivity Principle.

### 3.3 Inpainting via Mumford-Shah image model

The idea of applying the Mumford-Shah image model to inpainting and image interpolation first appeared in Tsai, Yezzi, and Willsky [TAYW01], and Chan and Shen [CS01a], and has been recently studied again by Esedoglu and Shen [ES01] based on the $\Gamma$-convergence theory.

The model is to minimize the posterior energy

$$
\begin{equation*}
J_{\mathrm{ms}}\left[u, \Gamma \mid u^{0}, D\right]=\frac{\gamma}{2} \int_{\Omega \backslash \Gamma}|\nabla u|^{2} d x+\alpha \text { length }(\Gamma)+\frac{\lambda}{2} \int_{\Omega \backslash D}\left(u-u^{0}\right)^{2} d x, \tag{8}
\end{equation*}
$$

where $\gamma, \alpha$, and $\lambda$ are positive weights. Notice that if $D$ is empty, i.e. there is no spatially missing domain, then the model is exactly the classical MumfordShah denoising and segmentation model [MS89]. Also, notice that unlike the previous two models, it outputs two objects: the completed and cleaned image $u$, and its associated edge collection $\Gamma$.

For a given edge layout $\Gamma$, variation of $J_{\mathrm{ms}}\left[u \mid \Gamma, u^{0}, D\right]$ gives

$$
\begin{equation*}
\gamma \Delta u+\lambda_{D}(x)\left(u^{0}-u\right)=0 \quad \text { on } \Omega \backslash \Gamma \tag{9}
\end{equation*}
$$

with the natural adiabatic condition $\partial u / \partial \vec{\nu}=0$ along both $\Gamma$ and $\partial \Omega$.
Denote the solution to the elliptic equation (9) by $u_{\Gamma}$. Then the steepest descent infinitesimal move of $\Gamma$ for $J_{\mathrm{ms}}\left[\Gamma \mid u_{\Gamma}, u^{0}, D\right]$ is given by

$$
\begin{equation*}
\frac{d x}{d t}=\left(\alpha \kappa+\left[\frac{\gamma}{2}\left|\nabla u_{\Gamma}\right|^{2}+\frac{\lambda_{D}}{2}\left(u_{\Gamma}-u^{0}\right)^{2}\right]_{\Gamma}\right) \vec{n} \tag{10}
\end{equation*}
$$

Here $x \in \Gamma$ is an edge pixel and $\vec{n}$ the normal direction at $x$. The symbol $[g]_{\Gamma}$ denotes the jump of a scalar field $g(x)$ across $\Gamma$ :

$$
[g]_{\Gamma}(x)=\lim _{\sigma \rightarrow 0^{+}}(g(x+\sigma \vec{n})-g(x-\sigma \vec{n}))
$$

The sign of the curvature $\kappa$ and the direction of the normal $\vec{n}$ are coupled so that $\kappa \vec{n}$ points to curvature center of $\Gamma$ at $x$.

Note that the curve evolution equation (10) is a combination of the mean curvature motion [ES91]

$$
d x / d t=\alpha \kappa \vec{n}
$$

and a field-driven motion specified by the second term. The field-driven motion attracts the curve toward the expected edge set, while the mean curvature motion makes sure that the curve does not develop ripples and stays smooth.

Like the TV inpainting model, inpainting based on the Mumford-Shah image model is of second order. But the extra complexity comes from its free boundary nature. In [CS01a, TAYW01], the level-set method of Osher and Sethian [OS88] is proposed.

In the most recent work by Esedoglu and Shen [ES01], a simpler numerical scheme is developed based on the $\Gamma$-convergence theory of Ambrosio and Tortorelli [AT90, AT92].

In the $\Gamma$-convergence theory, the 1 -dimensional edge $\Gamma$ is approximately represented by its associated signature function

$$
z: \Omega \rightarrow[0,1]
$$

which is nearly 1 almost everywhere except on a narrow (specified by a small parameter $\epsilon$ ) tubular neighborhood of $\Gamma$, where it is close to 0 . The posterior energy $J_{\mathrm{ms}}\left[u, \Gamma \mid u^{0}, D\right]$ is approximated by:

$$
\begin{align*}
J_{\epsilon}\left[u, z \mid u^{0}, D\right]= & \frac{1}{2} \int_{\Omega} \lambda_{D}(x)\left(u-u^{0}\right)^{2} d x+\frac{\gamma}{2} \int_{\Omega} z^{2}|\nabla u|^{2} d x \\
& +\alpha \int_{\Omega}\left(\epsilon|\nabla z|^{2}+\frac{(1-z)^{2}}{4 \epsilon}\right) d x \tag{11}
\end{align*}
$$

Taking variation on $u$ and $z$ separately yields the Euler-Lagrange system:

$$
\begin{align*}
\lambda_{D}(x)\left(u-u^{0}\right)-\gamma \nabla \cdot\left(z^{2} \nabla u\right) & =0  \tag{12}\\
\left(\gamma|\nabla u|^{2}\right) z+\alpha\left(-2 \epsilon \Delta z+\frac{z-1}{2 \epsilon}\right) & =0 \tag{13}
\end{align*}
$$

with the natural adiabatic boundary conditions along $\partial \Omega$ (due to the boundary integrals coming from integration-by-parts):

$$
\frac{\partial u}{\partial \vec{\nu}}=0, \quad \frac{\partial z}{\partial \vec{\nu}}=0
$$

Define two elliptic operators acting on $u$ and $z$ separately:

$$
\begin{align*}
L_{z} & =-\nabla \cdot z^{2} \nabla+\lambda_{D} / \gamma  \tag{14}\\
M_{u} & =\left(1+2(\epsilon \gamma / \alpha)|\nabla u|^{2}\right)-4 \epsilon^{2} \Delta \tag{15}
\end{align*}
$$

Then the Euler-Lagrange system (12) and (13) is simply written as

$$
\begin{equation*}
L_{z} u=\left(\lambda_{D} / \gamma\right) u^{0} \quad \text { and } \quad M_{u} z=1 \tag{16}
\end{equation*}
$$

This coupled system can be solved easily by any efficient elliptic solver and an iterative scheme. Two digital examples are included in Figure 5 and 6.


Figure 5. Inpainting based on the $\Gamma$-convergence approximation (11) and its associated elliptic system (16).

### 3.4 Inpainting via Mumford-Shah-Euler image model

Like the TV image model, the Mumford-Shah image model is insufficient for large-scale image inpainting problems due to the embedded length curve energy. To improve, Esedoglu and Shen [ES01] recently proposed the inpainting scheme based on the Mumford-Shah-Euler image model.

In this model, the posterior energy to be minimized is

$$
\begin{equation*}
J_{\mathrm{mse}}\left[u, \Gamma \mid u^{0}, D\right]=\frac{\gamma}{2} \int_{\Omega \backslash \Gamma}|\nabla u|^{2} d x+\int_{\Gamma}\left(\alpha+\beta \kappa^{2}\right) d s+\frac{\lambda}{2} \int_{\Omega \backslash D}\left(u-u^{0}\right)^{2} d x \tag{17}
\end{equation*}
$$



Figure 6. Text erasing by inpainting based on the Mumford-Shah image model.
where the length energy in $J_{\mathrm{ms}}$ has been upgraded to Euler's elastica energy.
As in the previous inpainting model, for a given edge layout $\Gamma$, the EulerLagrange equation for $J_{\mathrm{mse}}\left[u \mid \Gamma, u^{0}, D\right]$ is

$$
\begin{equation*}
\gamma \Delta u+\lambda_{D}(x)\left(u^{0}-u\right)=0, \quad x \in \Omega \backslash \Gamma, \tag{18}
\end{equation*}
$$

with the adiabatic condition along $\Gamma$ and $\partial \Omega: \partial u / \partial \vec{\nu}=0$.
For the solution $u_{\Gamma}$ to this equation, the infinitesimal steepest descent move of $\Gamma$ is given by [CKS01, Mum94a, LS84]:

$$
\begin{equation*}
\frac{d x}{d t}=\alpha \kappa-\beta\left(2 \frac{d^{2} \kappa}{d s^{2}}+\kappa^{3}\right)+\left[\frac{\gamma}{2}\left|\nabla u_{\Gamma}\right|^{2}+\frac{\lambda_{D}}{2}\left(u_{\Gamma}-u^{0}\right)^{2}\right]_{\Gamma} \tag{19}
\end{equation*}
$$

The meaning of the symbols is the same as in the previous section.
The digital implementation of this 4th order nonlinear evolutionary equation is highly non-trivial. The challenge lies in finding an effective numerical representation of the 1 -dimensional object $\Gamma$, and robust ways to compute its geometry, i.e., the curvature and its differentials.

In Esedoglu and Shen [ES01], the equation is numerically implemented based on the $\Gamma$-convergence theory of De Giorgi [Gio61]. As for the previous Mumford-Shah image model, $\Gamma$-convergence approximation leads to simple elliptic systems that can be solved efficiently in computation.

De Giorgi [Gio61] proposed to approximate Euler's elastica curve model

$$
e(\Gamma)=\int_{\Gamma}\left(\alpha+\beta \kappa^{2}\right) d s
$$

by an elliptic integral of the signature $z$ (the two constants $\alpha$ and $\beta$ may vary):

$$
\begin{equation*}
E_{\epsilon}[z]=\alpha \int_{\Omega}\left(\epsilon|\nabla z|^{2}+\frac{W(z)}{4 \epsilon}\right) d x+\frac{\beta}{\epsilon} \int_{\Omega}\left(2 \epsilon \Delta z-\frac{W^{\prime}(z)}{4 \epsilon}\right)^{2} d x \tag{20}
\end{equation*}
$$

where $W(z)$ can be the symmetric double-well function

$$
\begin{equation*}
W(z)=\left(1-z^{2}\right)^{2}=(z+1)^{2}(z-1)^{2} \tag{21}
\end{equation*}
$$

Unlike the choice of $W(z)=(1-z)^{2}$ for the Mumford-Shah image model, here the edge layout $\Gamma$ is embedded as the zero level-set of $z$. Asymptotically, as $\epsilon \rightarrow 0^{+}$, a boundary layer grows to realize the sharp transition between the two well states $z=1$ and $z=-1$.

Then the original posterior energy $J_{\text {mse }}$ on $u$ and $\Gamma$ can be replaced by an elliptic energy on $u$ and $z$ :

$$
\begin{equation*}
J_{\epsilon}\left[u, z \mid u^{0}, D\right]=\frac{\gamma}{2} \int_{\Omega} z^{2}|\nabla u|^{2} d x+E_{\epsilon}[z]+\frac{1}{2} \int_{\Omega} \lambda_{D}\left(u-u^{0}\right)^{2} d x . \tag{22}
\end{equation*}
$$

For a given edge signature $z$, variation on $u$ in $J_{\epsilon}\left[u \mid z, u^{0}, D\right]$ gives

$$
\begin{equation*}
\lambda_{D}\left(u-u^{0}\right)-\gamma \nabla \cdot\left(z^{2} \nabla u\right)=0 \tag{23}
\end{equation*}
$$

with the adiabatic boundary condition $\partial u / \partial \vec{\nu}=0$ along $\partial \Omega$. For the solution $u$, the steepest decent marching of $z$ for $J_{\epsilon}\left[z \mid u, u^{0}, D\right]$ is given by

$$
\begin{align*}
\frac{\partial z}{\partial t} & =-\gamma|\nabla u|^{2} z+\alpha g+\frac{\beta W^{\prime \prime}(z)}{2 \epsilon^{2}} g-4 \beta \Delta g  \tag{24}\\
g & =2 \epsilon \Delta z-\frac{W^{\prime}(z)}{4 \epsilon} \tag{25}
\end{align*}
$$

again with the Neumann adiabatic conditions along the boundary $\partial \Omega$ :

$$
\frac{\partial z}{\partial \vec{\nu}}=0, \quad \text { and } \quad \frac{\partial g}{\partial \vec{\nu}}=0
$$

Eq. (24) is of fourth-order for $z$, with the leading head $-8 \epsilon \beta \Delta^{2} z$. Thus, to ensure stability, an explicit marching scheme would require $\Delta t=O\left((\Delta x)^{4} / \epsilon \beta\right)$. There are a couple of ways to stably increase the marching size. First, as inspired by Marquina and Osher [MO99], one can add a time correcting factor (as in Section 3.2):

$$
\frac{\partial z}{\partial t}=T(\nabla z, g \mid u)\left(-\gamma|\nabla u|^{2} z+\alpha g+\frac{\beta W^{\prime \prime}(z)}{2 \epsilon^{2}} g-4 \beta \Delta g\right)
$$

where $T(\nabla z, g, \mid u)$ is a suitable positive scalar, for example, $T=|\nabla z|$ [MO99].
The second alternative is to turn to implicit or semi-implicit schemes. Eq. (24) can be rearranged to

$$
\begin{equation*}
\frac{\partial z}{\partial t}+\gamma|\nabla u|^{2} z-2 \alpha \epsilon \Delta z+8 \beta \epsilon \Delta^{2} z=-\frac{\alpha}{4 \epsilon} W^{\prime}(z)+\frac{\beta W^{\prime \prime}(z)}{2 \epsilon^{2}} g+\frac{\beta}{\epsilon} \Delta W^{\prime}(z) \tag{26}
\end{equation*}
$$

Or simply

$$
\frac{\partial z}{\partial t}+L_{u} z=f(z)
$$

where $L_{u}$ denotes the positive definite elliptic operator ( $u$-dependent)

$$
L_{u}=\gamma|\nabla u|^{2}-2 \alpha \epsilon \Delta+8 \beta \epsilon \Delta^{2}
$$

and $f(z)$ the entire right hand side of (26). Then a semi-implicit scheme can be designed as: at each discrete time step $n$,

$$
\left(1+\Delta t L_{u}\right) z^{(n+1)}=z^{(n)}+\Delta t f\left(z^{(n)}\right)
$$

where the positive definite operator $1+\Delta t L_{u}$ is numerically inverted based on many fast solvers [GO92, Str93]. A digital example is given in Figure 7.


Figure 7. Inpainting based on the Mumford-Shah-Euler image model can satisfactorily restore a smooth edge as expected.

## 4. Conclusion and open problems

In this paper, we have surveyed all the recent inpainting models based on the combination of the Bayesian principle and geometric image models. As for the classical denoising, deblurring, and segmentation applications, the Bayesian framework has proven to be very effective in designing and improving general inpainting models.

We have explained that the fundamental ingredient for a geometric image model is the associated or embedded curve model. Based on some natural axioms such as the Euclidean invariance and reversal invariance, we have been able to understand the general structure of geometric curve model on the 2dimensional image domain. We have described two general ways for "lifting" a curve model to a geometric image model.

We have observed that conventional first-order geometric image models, such as the TV model and Mumford-Shah model, function very well for classical denoising, deblurring, and segmentation problems, as well as for inpainting problems with a more local nature (such as zoom-in and text erasing). But for large-scale inpainting problems, they are insufficient for reconstructing perceptually meaningful outputs. Therefore, high order geometric image models, such as the elastica model and the Mumford-Shah-Euler model, become necessary for more general inpainting applications. The tradeoff is that high order inpainting models are computationally much more challenging.

We have described all the Euler-Lagrange PDE's associated to these models, their geometric meaning, and their digital realization based on techniques from numerical PDE's and the $\Gamma$-convergence theory.

Finally we post three interesting open problems.
(i) Video inpainting. Video inpainting has profound application in the movie industry, surveillance analysis, and dynamic vision analysis. The first open problem is: how to integrate the extra dimension of "time" into the spatial inpainting techniques? And how to define geometric prior models for spatial-temporal images?
(ii) Texture inpainting. Textures by definition are image patterns with rich statistical features. Geometric image models can well describe the boundaries of different texture patches, but are apparently insufficient for inpainting the textures themselves. Therefore, the second open problem is: how to integrate geometric image models and statistical texture models? And how to grow textures through texture synthesis without creating artificial boundaries?
(iii) Fast and efficient digital realization. Throughout this survey, numerical PDE has been a core computational tool for all the geometric inpainting models. The third open problem concerns fast and efficient digital implementation of the associated PDE's, especially for the high order ones. There are a number of non-trivial questions that wait to be answered: How to develop discretization schemes that respect geometry, the curvature and its differentials, for examples? How to speed up convergence based on various numerical techniques such as the multigrid method and the multiresolution decomposition? since speed is always highly concerned in applications. Finally, the energies of high order inpainting models, such as the elastica and the Mumford-Shah-Euler models, often have many local energy wells. It is thus another important issue to develop numerical schemes that can efficiently avoid being trapped in local energy wells, as in Molecular Dynamics [MW97].
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#### Abstract

In this paper, conjugate gradient acceleration of algebraic multigrid methods (AMGCG) is described. Theoretical analysis and numerical experiments demonstrate that iterant recombination increases the efficiency and robustness of algebraic multigrid methods. To judge the performance of AMGCG, we not only focus on its convergence behavior, but also take both computing times and memory requirement into account.
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## 1. Introduction

Multigrid method (MG) is an nearly optimal-order iterative method for large sparse systems that arise from discretizations of partial differential equations. In this method, the process of relaxation possessing certain smoothing properties alternates with a process of coarse-grid approximation $[1,4,5,12,16]$.

Although MG is a very efficient way and its scope of applications is also broader and broader, it is not always easy to choose the optimal components for difficult problems and therefore the acceleration of MG has become more and more popular during the last years to further increase the efficiency and robustness of standard MG methods. Krylov subspace methods e.g. conjugate gradient (CG) acceleration provides a powerful tool for speeding up the convergence of multigrid methods, instead of trying to optimize the interplay between the various multigrid components [14, 17].

Algebraic multigrid (AMG) methods are automatic procedures for coarsening the set of equations, relying exclusively on its algebraic relations. AMG is widely employed for solving discretized partial differential equations on unstructured grids, or even many types of discrete systems not arising from differential equations $[2,3,6,7,8,9,10,11,13,15]$.

However, it is also not trivial to design AMG components. Especially, its interpolation will hardly ever be optimal. In this paper, by CG acceleration, we can put less effort into the expensive setup phase and use AMG as preconditioner and therefore the efficiency of AMG is also enhanced largely. This is because AMG's efficiency is affected by the slow convergence of just a few exceptional error components, while CG typically eliminates these particular frequencies very efficiently.

## 2. AMG Algorithm

AMG algorithms are solvers of linear systems of equations which are based on multigrid principles but do not explicitly use the geometry of grids.

Consider the system of linear equations

$$
\begin{equation*}
A U=F \tag{2.1}
\end{equation*}
$$

where $A=\left(a_{i j}\right)_{n \times n}, U=\left(u_{1}, \cdots, u_{n}\right)^{T}, F=\left(f_{1}, \cdots, f_{n}\right)^{T}$. A sequence of systems of equations is generated as

$$
\begin{equation*}
A^{m} U^{m}=F^{m} \tag{2.2}
\end{equation*}
$$

where $A^{m}=\left(a_{i j}^{m}\right)_{n_{m} \times n_{m}}, U^{m}=\left(u_{1}^{m}, \cdots, u_{n_{m}}^{m}\right)^{T}, F^{m}=\left(f_{1}^{m}, \cdots, f_{n_{m}}^{m}\right)^{T}$, $m=1, \cdots, M, n=n_{1}>\cdots>n_{M}, A^{1}=A, U^{1}=U, F^{1}=F$. These equations formally play the same role as the coarse grid equations defined in the geometric multigrid (GMG) method. A grid $\Omega^{m}$ can be regarded as a set of unknowns $u_{j}^{m}\left(1 \leq j \leq n_{m}\right)$.

In general, there are two phases required in a AMG method: (1) the preparation phase or the setup phase, in which the five components: coarse grids $\Omega^{m}$, transfer operators $I_{m+1}^{m}$ and $I_{m}^{m+1}$, coarse operator $A^{m+1}$ and smoothing operator $G^{m}$ are constructed; (2) the solver phase, i.e. the general multigrid cycling procedure, in which the system of equations is solved.

In this paper, we use the AMG algorithm whose components are constructed as follows:
(CO1) Coarse grids $\Omega^{m}(m=1, \cdots, n)$, where the finest grid- $\Omega^{1}$ is chosen fine enough to provide the desired accuracy, and the coarsest is chosen so that the exact solution of the problems on that grids is negligible compared to that of one relaxation sweep on the finest grid. The coarse grid- $\Omega^{m+1}$ is chosen as a subset in $\Omega^{m}$, which is denoted by $C^{m}$. The remainder subset $\Omega^{m}-C^{m}$ is denoted by $F^{m}$. A point $i$ is said to be strongly connected to $j$, if

$$
\begin{equation*}
\left|a_{i j}^{m}\right| \geq \theta \cdot \max _{k \neq i}\left|a_{i k}^{m}\right|, 0<\theta \leq 1 \tag{2.3}
\end{equation*}
$$

Let $S_{i}^{m}$ denote the set of all strongly connection points of the point $i$ and let $C_{i}^{m}=C^{m} \bigcap S_{i}^{m}$. In general, we require $C_{i}^{m}$ for $\forall i \in F^{m}$ to be satisfy the following:
(CR1) If $i \in F^{m}$, and $j \in S_{i}^{m}$, either $j \in C_{i}^{m}$ or $j$ must strongly depend on $C_{i}^{m}$. This is our primary criterion in the choice of $C^{m}$ and $F^{m}$.
(CR2) The connection between variables in $C^{m}$ and $F^{m}$ should be as small as possible.

In practice, it is impossible to strictly satisfy both criteria (CR1) and (CR2) for all systems of equations. However, (CR2) is generally used as a guideline to construct $C^{m}$ such that (CR1) is held. Now define the set of points which are strongly connected to $i$ by $S_{i}^{T}=\left\{j: i \in S_{j}^{m}\right\}$, and for a set $P$, let $|P|$ denote the number of elements in $P$. The following two-part process is suggested by Ruge and Stüben. First, a basic choice for the C-point is performed as follows:
(1) Set $C^{m}=\emptyset, F^{m}=\emptyset, U=\Omega^{m}$, and $\lambda=\left|S_{i}^{T}\right|$ for all $i$,
(2) Pick an $i \in U$ with maximal $\lambda_{i}$, and set $C^{m}=C^{m} \bigcup\{i\}, U=U-\{i\}$,
(3) For all $j \in S_{i}^{T} \bigcap U$, perform (4) and (5),
(4) Set $F^{m}=F^{m} \bigcup\{j\}$ and $U=U-\{j\}$,
(5) For all $l \in S_{j}^{m} \bigcap U$, set $\lambda_{l}=\lambda_{l}+1$,
(6) For all $j \in S_{i}^{m} \bigcap U$, set $\lambda_{j}=\lambda_{j}-1$,
(7) If $U=\emptyset$, stop. Otherwise, goto (2).

The first part attempts to enforce the criterion (CR2) by distributing the C-point uniformly over the grid. The second part is combined with the computation of interpolation weights, in which the tentative F-point resulting from the first part are tested to ensure that the criterion (CR1) holds. The new C-points will be added as necessary. It should be noted that the steps (1)-(7) need only $O(n)$ operations when an efficient implementation is used.
(CO2) Interpolation operators $I_{m+1}^{m}$, that is, each variable in $C^{m}$ interpolates directly from the corresponding variable in $\Omega^{m+1}$ with a weighting of 1 , and each variable $i \in F^{m}$ interpolates from the smaller set $C_{i}^{m}$.

In [9], based on two geometric assumptions:
(G1) In the neighborhood $N_{i}^{m}$ of a point $i \in \Omega^{m}$, the larger the quantity $\left|a_{i j}^{m}\right|$ is, the closer point $j$ is to the point $i$,
(G2) An algebraically smooth error is also geometrically smooth between points
$i$ and $j$ if $a_{i j}^{m}<0$ or $\left|a_{i j}^{m}\right|$ is small, and it is geometrically oscillations if $a_{i j}^{m}>0$ is large,

Chang gave the following interpolation formula for the variable $i \in F^{m}$

$$
\begin{equation*}
e_{i}^{m}=\sum_{j \in C_{i}^{m}} w_{i j}^{m} e_{j}^{m+1}, \forall i \in F^{m} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{align*}
w_{i k}^{m} & =-\frac{\bar{a}_{i k}^{m}}{\bar{a}_{i i}^{m}}, k \in C_{i}^{m}  \tag{2.5}\\
\bar{a}_{i i}^{m} & =a_{i i}^{m}-\sum_{j \in D_{i}^{(1)}}\left|a_{i j}^{m}\right|-\sum_{j \in D_{i}^{(3)}} a_{i j}^{m}+0.5 \sum_{j \in D_{i}^{(4)}} a_{i j}^{m} \\
\bar{a}_{i k}^{m} & =a_{i k}^{m}+\sum_{j \in D_{i}^{(2)}} a_{i j}^{m} g_{j k}^{m}+2 \sum_{j \in D_{i}^{(3)}} a_{i j}^{m} g_{j k}^{m}+0.5 \sum_{j \in D_{i}^{(4)}} a_{i j}^{m} g_{j k}^{m} .
\end{align*}
$$

where

$$
\begin{aligned}
& g_{j k}^{m}=\frac{\left|a_{j k}^{m}\right|}{\sum_{k \in C_{i}^{m}}\left|a_{j k}^{m}\right|}, j \in D_{i}^{m}, k \in C_{i}^{m}, \\
& D_{i}^{(1)}=\left\{j: j \in D_{i}^{w}, l_{i j}^{m}=0, a_{i j}^{m} \neq 0\right\}, \\
& D_{i}^{(3)}=\left\{j: j \in D_{i}^{w}, l_{i j}^{m}>0, \xi_{i j}^{m} \geq 0.5, a_{i j}^{m}<0\right\} \bigcup \\
& \left\{j: j \in D_{i}^{s}, \eta_{i j}^{m}<0.75, \xi_{i j}^{m} \geq 0.5, a_{i j}^{m}<0\right\}, \\
& D_{i}^{(4)}=\left\{j: j \in D_{i}^{s}, \eta_{i j}^{m}>2, \xi_{i j}^{m} \geq 0.5, a_{i j}^{m}<0\right\}, \\
& D_{i}^{(2)}=\left\{j: j \in D_{i}^{m} \backslash\left(D_{i}^{(1)} \bigcup D_{i}^{(3)} \bigcup D_{i}^{(4)}\right)\right\} ;
\end{aligned}
$$

and

$$
\begin{aligned}
& \quad \frac{-\sum_{k \in C_{i}^{m}} a_{j k}^{m}}{\xi_{i j}^{m}}=\frac{\eta_{k \in C_{i}^{m}}^{m}\left|a_{j k}^{m}\right|}{}, \quad \eta_{i j}^{m}=\frac{\left|a_{j i}^{m}\right| l_{i j}^{m}}{\sum_{k \in C_{i}^{m}}\left|a_{j k}^{m}\right|}, \\
& l_{i j}^{m}=\left|S_{i j}^{m}\right|, \quad S_{i j}=\left\{k: k \in C_{i}^{m}, a_{j k}^{m} \neq 0\right\}, \\
& D_{i}^{m}= \\
& N_{i}^{m}-C_{i}^{m}, \quad D_{i}^{s}=D_{i}^{m} \bigcap S_{i}^{m}, \\
& D_{i}^{w}=D_{i}^{m}-D_{i}^{s}, N_{i}^{m}=\left\{j: j \in \Omega^{m}, j \neq i, a_{i j}^{m} \neq 0\right\} .
\end{aligned}
$$

Now that the coarse grid and interpolation operator are defined, the restriction operator $I_{m}^{m+1}$ and the coarse grid operators $A^{m+1}$ can be defined by the

## Galerkin type algorithm:

(CO3) The restriction operator $I_{m}^{m+1}: G\left(\Omega^{m}\right) \rightarrow G\left(\Omega^{m+1}\right)$. In AMG, after the coarse grid and interpolation operator are defined, $I_{m}^{m+1}$ and the following coarse-grid operator $A^{m+1}$ can be defined by the Galerkin type algorithm: $I_{m}^{m+1}=\left(I_{m+1}^{m}\right)^{T}$ and $A^{m+1}=I_{m}^{m+1} A^{m} I_{m+1}^{m}$. This ensures that the correction from the exact solution of the coarse-grid problem is the best approximation in the range of interpolation, where "best" is meant in the energy norm.
(CO4) The coarse-grid operator $A^{m+1}: G\left(\Omega^{m+1}\right) \rightarrow G\left(\Omega^{m+1}\right)$.
(CO5) A relaxation method for each grid $G^{m}: G\left(\Omega^{m}\right) \rightarrow G\left(\Omega^{m}\right)$, which is usually chosen as a fixed iterative procedure, for example, Gauss-Seidel or Jacobi relaxations with some parameter $\omega^{m}$.

Thus, we have defined all the components necessary for the AMG solution process.

## 3. Conjugate Gradient Acceleration

First, we discuss the general Krylov subspace acceleration.
The acceleration of multigid by iterant recombination starts from successive approximations $u_{h}^{1}, u_{h}^{2}, \ldots, u_{h}^{m}$ from previous multigrid cycles. In order to find an improved approximation $u_{h, A}$, we consider a linear combination of the $\tilde{m}+1$ lastest approximations $u_{h}^{m-i}, i=0, \ldots, \tilde{m}$,

$$
\begin{equation*}
u_{h, A}=u_{h}^{m}+\sum_{i=1}^{\tilde{m}} \alpha_{i}\left(u_{h}^{m-i}-u_{h}^{m}\right) \tag{3.1}
\end{equation*}
$$

(assuming as $m \geq \tilde{m}$ ) with $\sum \alpha_{i}=1$.
For linear equations, the corresponding defect, $r_{h, A}=f_{h}-A_{h} u_{h, A}$ is given by

$$
\begin{equation*}
r_{h, A}=r_{h}^{m}+\sum_{i=1}^{\tilde{m}} \alpha_{i}\left(r_{h}^{m-i}-r_{h}^{m}\right) \tag{3.2}
\end{equation*}
$$

where $r_{h}^{m-i}=f_{h}-A_{h} u_{h}^{m-i}$. In order to obtain an improved approximation $u_{h, A}$, the parameters $\alpha_{i}$ are determined in such a way that the defect $r_{h . A}$ is minimized.

In general, we will minimize $r_{h, A}$, i.e.

$$
\left\|r_{h}^{m}+\sum_{i=1}^{\tilde{m}} \alpha_{i}\left(r_{h}^{m-i}-r_{h}^{m}\right)\right\|
$$

with respect to the $l_{2}$-norm $\|\cdot\|_{2}$.
Especially, when we choose a corresponding minimization is performed in the $A_{h}^{-1}$-norm $\left(\|x\|_{A_{h}^{-1}}=\left(x, A_{h}^{-1} x\right)\right)$, where $A_{h}$ is the matrix corresponding to the discrete problem, the following CG acceleration algorithm is obtained:
(1) Choose some initial value $u_{h}^{0}$, and after performing a complete AMG cycle, we obtain $u_{h}^{1}$,
(2) Compute $r_{h}^{0}=f_{h}-A_{h} u_{h}^{0}, p_{0}=u_{h}^{1}-u_{h}^{0}, q_{0}=\left(r_{k}^{0}\right)^{T} r_{h}^{0}, k=1$;
(3) Compute $\alpha_{k}=p_{k-1} / p_{k-1}^{T} A_{h} p_{k-1}, \tilde{u}_{h}^{k}=u_{h}^{k-1}+\alpha_{k} p_{k-1}$, thus the current approximation $u_{h}^{k-1}$ is replaced by $\tilde{u}_{h}^{k}$;
(4) Compute $r_{h}^{k}=r_{h}^{k-1}-\alpha_{k} A_{h} p_{k-1}, q_{k}=\left(r_{h}^{k}\right)^{T} r_{h}^{k}, \beta_{k}=q_{k} / q_{k-1}, p_{k}=$ $r_{h}^{k}+\beta_{k} p_{k-1}, k=k+1$
(5) With this replaced approximation $\tilde{u}_{h}^{k}$, the next AMG cycle is performed leading to a new iterant $u_{h}^{k}$;
(6) If $q_{k}<q_{0} \varepsilon$ with $\varepsilon$ given parameter of convergence criterion, stop; otherwise, goto (3).

## 4. Analysis of CG Acceleration

In this section, we only give a simple picture of convergence analysis from the point of multigrid as a preconditioner.

First, in the framework of preconditioned conjugate gradient (PCG) methods, the rate of convergence of CG methods can be estimated in the following way.

Let the linear system to be solved be denoted by $A u=f$, and the CG method be applied to the preconditioned system

$$
\begin{equation*}
P A P^{T}\left(P^{-T} u\right)=P f \tag{4.1}
\end{equation*}
$$

where $P^{T} P \approx A^{-1}$.
The CG algorithm has the fundamental property

$$
\begin{equation*}
P r_{h}^{n}=\phi_{n}^{0}\left(P A P^{T}\right) P r_{h}^{0} \tag{4.2}
\end{equation*}
$$

with $\phi_{n}^{0}$ satisfying

$$
\left\|\phi_{n}^{0}\left(P A P^{T}\right) P r_{h}^{0}\right\|_{A^{-1}}=\min _{\phi_{n}}\left\{\left\|\phi_{n}\left(P A P^{T}\right) P r_{h}^{0}\right\|_{A^{-1}}, \phi_{n} \in \Theta_{n}^{0}\right\}
$$

and the set $\Theta_{n}^{0}$ by

$$
\Theta_{n}^{0}=\left\{\theta_{n}: \theta_{n} \text { is a polynomial of degree } \leq n \text { and } \theta_{n}(0)=1\right\}
$$

It follows that

$$
\begin{equation*}
\left\|P r_{h}^{n}\right\|_{A^{-1}}^{2}=\left\|P r_{h}^{0}\right\|_{A^{-1}}^{2} \min \left\{\max \left[\psi(\lambda)^{2}, \lambda \in S(K)\right], \psi \in \Theta_{n}^{0}\right\} \tag{4.3}
\end{equation*}
$$

where $S(K)$ is the set of eigenvalues of $K=P A P^{T}$.
From this, it may be shown that

$$
\begin{equation*}
\left\|P r_{h}^{n}\right\|_{A^{-1}} /\left\|P r_{h}^{0}\right\|_{A^{-1}} \leq 2 e^{\frac{-2 n}{\sqrt{\operatorname{Cond}_{2}(K)}}} \tag{4.4}
\end{equation*}
$$

with $\mathrm{Cond}_{2}(\mathrm{~K})$ the condition number measured in the spectral norm.
Now if the AMG iteration matrix $M$ is symmetric, choosing $P=M^{-1}$ in the PCG algorithm gives us CG acceleration of AMG methods.

In the case of deterioration of AMG convergence, quite often only a few eigenmodes are slow to converge. That is, certain error components may remain large since they can not be reduced by smoothing procedures combined with coarse grid approximations. This means that $S(K)$ will be highly clustered around just a few values. So that $\psi(\lambda)$ will be small on $S(K)$ for $n \approx n_{0}$ with $n_{0}$ the number of clusters, indicating that $n_{0}$ iterations will suffice.

This is the reason for the satisfactory acceleration of AMG methods by conjugate gradient.

## 5. Numerical Experiments

In this section, we point out that if the AMG algorithm is well designed and fits the problem it will converge very fast, making conjugate gradient acceleration superflous or even wasteful.

The AMG algorithm we have proposed and used in the paper is shown efficient and robust for many types of problems including Poisson equation, Toeplitz matrix in signal processing problems, queuing network problems (singular problems), and elasticity problems.

However, the above AMG does not converge fast when it is applied to the very difficult biharmonic equation and the thorny problem whose error between any two horizontal gridlines is strongly related.

Here we do not try to remedy this by improving the algorithm, but employ CG acceleration to make some comparisons with the performance of AMG as a solver and a preconditioner.

Particular attentions are focused on V-cycle convergence factors, CPU-time consumed and memory required.

The following notations are used for the results reported in all tables:
$\rho$ : asymptotic convergence factor,
$t_{p}$ : computing time for the setup phase,
$t_{S}$ : computing time for the solution phase,
$N$ : number of iterations for convergence defined by $\left\|r^{N}\right\| /\left\|r^{0}\right\| \leq 10^{-6}$, where $r^{N}$ is the residual vector at the $N$ th iteration,

EQ: total number of matrix equations, $\sigma^{A}$ : ratio of the space occupied by all operators to the space at the finest grid,
$\sigma^{\Omega}$ : ratio of the total number of points on all grids to that on the finest grid,
Method $I$ : The AMG Method,
Method $I I$ : the AMG acceleration by iterant recombination.
In all computations, the initial iteration $u^{0}$ is taken to be random numbers uniformly distributed in $[0,1]$, and the Gauss-Seidel relaxation is used as the smoothing operator and $\theta=0.25$.

Only one smoothing step is applied before and after coarse-grid correction steps, and smoothing is in C-F order, that is, first the C-variables are relaxed by plain Gauss-Seidel and then the F-variables.

Problem 1 Biharmonic problem on a unit square.
Let

$$
\begin{gathered}
\Delta^{2} u=0, \text { in } \Omega, \\
u=0, \text { on } \partial \Omega, \\
\frac{\partial u}{\partial n}=0, \text { on } \partial \Omega,
\end{gathered}
$$

with the following 13-point finite difference stencil

$$
\left[\begin{array}{rrrrr} 
& & 1 & & \\
& 2 & -8 & 2 & \\
1 & -8 & 20 & -8 & 1 \\
& 2 & -8 & 2 & \\
& & 1 & &
\end{array}\right]
$$

The resulting matrix equation is symmetric and not diagonally dominant. Furthermore, the matrix is very ill-conditioned with a condition number of $O\left(h^{-4}\right)$. Therefore, this problem provides a good test case of the robustness and efficiency for various algorithms.

Table 1 compares the performance of AMG and its acceleration of CG technique.

Table 1 Computation results for Biharmonic problem

| method | EQ | $\rho$ | N | $t_{p}$ | $t_{S}$ | $\sigma^{A}$ | $\sigma^{\Omega}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | $16 \times 16$ | 0.454 | 18 | 0.05 | 0.11 | 2.02 | 1.62 |
|  | $32 \times 32$ | 0.788 | 58 | 0.11 | 0.77 | 2.13 | 1.65 |
|  | $48 \times 48$ | 0.820 | 70 | 0.25 | 1.40 | 2.18 | 1.66 |
|  | $64 \times 64$ | 0.814 | 67 | 0.49 | 2.92 | 2.20 | 1.66 |
| II | $16 \times 16$ | 0.242 | 10 | 0.05 | 0.11 | 2.02 | 1.62 |
|  | $32 \times 32$ | 0.499 | 20 | 0.05 | 0.50 | 2.13 | 1.65 |
|  | $48 \times 48$ | 0.598 | 27 | 0.21 | 1.10 | 2.18 | 1.66 |
|  | $64 \times 64$ | 0.656 | 33 | 0.44 | 1.97 | 2.20 | 1.66 |

Problem 2 We consider a 5-point difference stenci

$$
L_{h}^{h s}=\frac{1}{h^{2}}\left[\begin{array}{lll} 
& 1 & \\
-1 & 4 & -1 \\
& 1 &
\end{array}\right]_{h}
$$

whose corresponding matrix has the very special property that algebraically smooth error is geometrically smooth only in x-direction but strong oscillatory in y-direction.

The AMG algorithm in [9] and Gauss-Seidel-type MG algorithms in [13] can not solve the problem efficiently, while CG acceleration gives satisfactory results in Table 2.

Table 2 Computation results for $L_{h}^{h s}$

| method | EQ | $\rho$ | N | $t_{p}$ | $t_{S}$ | $\sigma^{A}$ | $\sigma^{\Omega}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | $16 \times 16$ | 0.543 | 23 | 0.05 | 0.05 | 2.12 | 1.67 |
|  | $32 \times 32$ | 0.797 | 61 | 0.06 | 0.27 | 2.16 | 1.70 |
|  | $48 \times 48$ | 0.893 | 122 | 0.11 | 1.70 | 2.18 | 1.70 |
|  | $64 \times 64$ | 0.917 | 159 | 0.17 | 3.51 | 2.20 | 1.72 |
| II | $16 \times 16$ | 0.204 | 9 | 0.06 | 0.05 | 2.12 | 1.67 |
|  | $32 \times 32$ | 0.442 | 17 | 0.05 | 0.17 | 2.16 | 1.70 |
|  | $48 \times 48$ | 0.574 | 25 | 0.06 | 0.50 | 2.18 | 1.70 |
|  | $64 \times 64$ | 0.657 | 33 | 0.11 | 1.27 | 2.20 | 1.72 |

Remark. For the above difficult test problems, error reduction is significantly less efficient for some very specific error components, which causes a few eigenvalues of the AMG iteration matrix to be considerably closer to 1 than all the rest. Since the largest eigenvalue determines the spectral radius, these specific error components are then responsible for the poor AMG convergence.

From numerical results in the tables, we observe that such a situation is well suited for CG acceleration: the eigenvectors belonging to isolated eigenvalues can be expected to be captured by CG acceleration.

## 6. Conclusions

AMG is originally designed to be used as a solver, but the above theoretical analysis and numerical results demonstrate the efficacy of AMGCG. Here we do not intend to answer the question whether AMG should be used as a solver or as a preconditioner, however we point out that if we treat some more complex problems or if when we can not identify the cause of trouble, conjugate gradient acceleration is an easy and very efficient way out.
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#### Abstract

Superconvergence for second order elliptic finite elements on uniform meshes is discussed. The element orthogonality analysis method and the orthogonality correction technique are especially emphasized. There are two basic structures of superconvergence, i.e. Gauss-Lobatto points and symmetric points. Their accuracy and global property are also analysed. Four main principles in using superconvergence are proposed.
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## 1. Introduction

We consider second order elliptic problems in a convex polygon $\Omega$ : find $u \in$ $H_{0}^{1}(\Omega)=\left\{v \in H^{1}(\Omega), v=0\right.$ on $\left.\partial \Omega\right\}$ such that $A(u, v)=(f, v), v \in H_{0}^{1}(\Omega)$ and its $n$ th-degree finite element approximation $u_{h} \in S_{0}^{h} \subset H_{0}^{1}(\Omega)$ satisfying

$$
\begin{equation*}
A\left(u-u_{h}, v\right)=0, \quad v \in S_{0}^{h} \tag{1}
\end{equation*}
$$

where the bilinear form

$$
A(u, v)=\int_{\Omega}\left(a_{i j} D_{i} u D_{j} v+a_{i} D_{i} u v+a_{0} u v\right) d x
$$

is $H_{0}^{1}(\Omega)$-coercive. Denote by $W^{m, p}(\Omega),\|u\|_{m, p, \Omega}$ the Sobolev space and its corresponding norm, respectively. If $p=2$ simply $H^{m}=W^{m, 2}$ and $\|u\|_{m, \Omega}=\|u\|_{m, 2, \Omega}$. It is well known that, under some assumptions, the following estimates of the error $e=u-u_{h}$ hold:

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{s, \Omega} \leq C h^{n+1-s}\|u\|_{n+1, \Omega}, \quad s=0,1 \tag{2}
\end{equation*}
$$

which, in general, cannot be improved. However, $u_{h}$ or its gradient $D u_{h}$ at some specific points $x^{*}$ possibly has higher order accuracy (superconvergence):

$$
\begin{equation*}
\left(u-u_{h}\right)\left(x^{*}\right)=O\left(h^{n+1+\alpha}\right) \text { or } D\left(u-u_{h}\right)\left(x^{*}\right)=O\left(h^{n+\alpha}\right), \alpha>0 \tag{3}
\end{equation*}
$$

With the use of the above property, we can get the numerical results with high accuracy. In other words, to get the desired accuracy, it is enough to implement finite element computation in coarser meshes.

In 1973, J.Douglas-T.Dupont [19,20], de Boor-B.Swartz [18] and V.Thomee [30] analyzed superconvergence (for one-dimensional problem. Later, superconvergence was studied in many countries with several methods. For example, 1). The tensor product method (Douglas-Dupont-Wheeler [21]); 2). The local average method (Bramble-Schatz [3], Thomee [31]); and 3). The element analysis method (Oganesyan-Rukhovetz [28], Zlamal-Lesaint [25,37,38], Chen [4,5], Lin et al. [26]).

In recent years, three most promising methods are developed, namely i.e.
1). The local symmetric theory (Schatz-Sloan-Wahlbin [29]); 2). The computer-based method (Babus̆ka-Strouboulis [1,2]); and 3). The element orthogonality analysis (an up to date treatment of element analysis method, Chen [12,13,14,16,17]).

The purpose of this paper is to present an overview of basic structures of the superconvergence properties for second order elliptic finite elements. In particular, we shall introduce Element Orthogonality Analysis (EOA), which is a unified method to study superconvergence. About the review papers, see also [23,24].

## 2. The Element Orthogonality Analysis

The basic idea is to construct a superclose function $u_{I} \in S_{0}^{h}$ to $u_{h}$ by some orthogonal expansion of $u$ directly, which is equivalent to requiring the weak estimate

$$
\begin{equation*}
A\left(u_{h}-u_{I}, v\right)=A\left(u-u_{I}, v\right)=O\left(h^{n+s+\alpha}\right)\|v\|_{1+s, 1, \Omega}, s=0,1 \tag{4}
\end{equation*}
$$

If it holds, taking $v=g_{h}$ (discrete Green's Function) or $v=G_{h}$ (discrete Gradient-type Green's function) we have

$$
\begin{equation*}
u_{h}-u_{I}=O\left(h^{n+1+\alpha} \ln h\right), D\left(u_{h}-u_{I}\right)=O\left(h^{n+\alpha} \ln h\right), x \in \Omega \tag{5}
\end{equation*}
$$

It follows from the equality $D^{s}\left(u-u_{h}\right)=D^{s}\left(u-u_{I}\right)+O\left(h^{n+1-s+\alpha} \ln h\right), s=$ 0,1 , that the roots of $D^{s} R:=D^{s}\left(u-u_{I}\right)$ are superconvergence points of $D^{s} e:=D^{s}\left(u-u_{h}\right)$. Therefore, the key is to construct the desired superclose function $u_{I} \in S_{0}^{h}$. This is an important art in the finite element analysis.

### 2.1 The Orthogonal Expansion in an Element

As a simple example, we first discuss one-dimensional problems. Subdivide the interval $\Omega=(0,1)$ by nodes

$$
x_{0}=0<x_{1}<x_{2}<\ldots<x_{N}=1
$$

Denote by $\tau_{j}=\left(x_{j-1}, x_{j}\right), \bar{x}_{j}=\left(x_{j-1}+x_{j}\right) / 2, h_{j}=\left(x_{j}-x_{j-1}\right) / 2,1 \leq j \leq$ $N$ the element, its midpoint and half-step length, respectively. Assume that the subdivision is quasiuniform. Take a transformation $x=\bar{x}_{j}+h_{j} t, t \in E=$ $(-1,1)$ and denote $u(t)=u\left(\bar{x}_{j}+h_{j} t\right)$. Obviously, $\partial_{t}^{k} u(t)=h_{j}^{k} D_{x}^{k} u(x)$. We introduce Legendre polynomials

$$
\begin{align*}
& l_{0}=1, l_{1}=t, l_{2}=\frac{1}{2}\left(3 t^{2}-1\right), \ldots \\
& l_{n}(t)=\gamma_{n} \partial_{t}^{n}\left(t^{2}-1\right)^{n}, \gamma_{n}=1 /\left(2^{n} n!\right) \tag{6}
\end{align*}
$$

and $M$-type polynomials

$$
\begin{align*}
M_{0}=1, M_{1}=t, M_{2} & =\frac{1}{2}\left(t^{2}-1\right), M_{3}=\frac{1}{2}\left(t^{3}-t\right), \ldots \\
M_{n+1}(t) & =\gamma_{n} \partial_{t}^{n-1}\left(t^{2}-1\right)^{n} \tag{7}
\end{align*}
$$

Denote by $t_{j}^{\prime}, 1 \leq j \leq n$ the roots of $l_{n}(t)$ (i.e. $n$th -order Gauss points) and by $t_{j}^{0}, 0 \leq j \leq n$ the roots of $M_{n}(t)$ (i.e. $n t h$-order Lobatto points). They will play an important role in the studying of superconvergence later.

In a standard element $\tau=(-h, h)$, we expand $\partial u(t)$ in $E$ as an orthogonal series

$$
\partial u(t)=\sum_{j=0}^{\infty} b_{j+1} l_{j}(t), b_{j+1}=(j+1 / 2)\left(\partial u, l_{j}\right)=O\left(h^{j+1}\right)
$$

Integrating in $t$, it leads to an $M$-type polynomial series

$$
u(t)=\sum_{j=0}^{\infty} b_{j} M_{j}(t), b_{0}=(u(-1)+u(1)) / 2
$$

Denote its part sum and remainder by

$$
\begin{equation*}
u_{n}(t)=\sum_{j=0}^{n} b_{j} M_{j}(t), \quad R^{*}(t)=u-u_{n}=\sum_{j=n+1}^{\infty} b_{j} M_{j}(t) \tag{8}
\end{equation*}
$$

Obviously $u_{n}=u$ at $t= \pm 1$ for $n \geqslant 1$. It guarantees that $u_{n}(x)$ constructed in each element forms a continuous function in the whole domain $\Omega$, i.e. $u_{n}(x) \in$
$S_{0}^{h}$. We consider the $(n-1)$ th simplest case $A(u, v)=\int_{0}^{1} u_{x} v_{x} d x$. Because the remainder $R_{t}^{*} \perp P_{n-1}((n-1) t h$-degree polynomial), it leads to

$$
A\left(u_{h}-u_{n}, v\right)=\sum_{j=1}^{N} \int_{x_{j-1}}^{x_{j}} R_{x}^{*} v_{x} d x=\sum_{j=1}^{N} h_{j}^{-1} \int_{-1}^{1} R_{t}^{*} v_{t} d t=0, v \in S_{0}^{h}
$$

Thus in this case $u_{h}=u_{n}$ is just the finite element solution, i.e. $u-u_{h}=$ $R_{n}^{*}(t)$. It follows that $(n+1)$ th-order Lobatto points and $n$ th-order Gauss points in each element are superconvergence points of $u_{h}$ and $D_{x} u_{h}$, respectively. In general case with variable coefficients, similar results of superconvergence hold. This method is also successful in multi-dimensional case, for example, rectangular elements, linear and quadratic triangular elements. A series of superconvergence results are obtained. To treat general equations with variable coefficients, we proposed an element cancellation technique, which is a useful and necessary tool to prove the weak estimates (4).

### 2.2 The Orthogonality Correction

However, when we simply use the orthogonal expansion in an element, it is found that its applicable fields are still limited. To overcome this defect, in recent years, we have suggested the Orthogonality Correction Technique, i.e. add some lower degree terms into the remainder $R_{n}^{*}$ such that the new remainder

$$
\begin{equation*}
R=u-u_{I}=u_{n}^{*}+R_{n}^{*}, u_{n}^{*}=\sum_{j=2}^{n} b_{j}^{*} M_{j}(t), u_{I}=u_{n}-u_{n}^{*} \tag{9}
\end{equation*}
$$

satisfies more orthogonal conditions in the element, where $b_{j}^{*}, 2 \leq j \leq n$, are the constants to be determined. Denote by $v=\sum_{j=0}^{n} \beta_{i} M_{i}(t)$ the test function. Consider an element integration in $\tau=(-h, h)$

$$
\begin{align*}
J(\tau)= & A_{\tau}(R, v)=h^{-1} \int_{-1}^{1}\left(a_{11} R_{t} v_{t}+a_{0} h^{2} R v\right) d t \\
& =h^{-1} \sum_{i=0}^{n} \beta_{i}\left(\sum_{j=2}^{n} b_{j}^{*} c_{i j}+\sum_{j=n+1}^{\infty} b_{j} c_{i j}\right) \tag{10}
\end{align*}
$$

where the constants

$$
\begin{gathered}
c_{0 j}=\int_{-1}^{1} a_{0} h^{2} M_{j}(t) d t=O\left(h^{j}\right), j \geq 2 \\
c_{i j}=\int_{-1}^{1}\left(a_{11} l_{i-1}(t) l_{j-1}(t)+a_{0} M_{i}(t) M_{j}(t)\right) d t=O\left(h^{|i-j|}\right), i \geq 1
\end{gathered}
$$

Now, we require that all coefficients $b_{j}^{*}$ satisfy the following orthogonal conditions

$$
\begin{equation*}
\sum_{j=2}^{n} b_{j}^{*} c_{i j}+r_{i}=0, \quad r_{i}=\sum_{j=n+1}^{\infty} b_{j} c_{i j}=O\left(h^{2 n+2-i}\right), 2 \leq i \leq n \tag{11}
\end{equation*}
$$

This is a linear algebraic system of equations, which is absolutely diagonally dominant and then uniquely solvable. Thus we have the following estimates

$$
\begin{equation*}
b_{j}^{*}=O\left(h^{2 n+2-i}\right), 2 \leq i \leq n . \tag{12}
\end{equation*}
$$

With this choice, the element integration is simplified to

$$
\begin{aligned}
& J(\tau)= h^{-1}\left(O\left(h^{2 n+2}\right)\left|\beta_{0}\right|+O\left(h^{2 n+1}\right)\left|\beta_{1}\right|\right) \\
&=O\left(h^{2 n}\right)\|u\|_{n+1, p, \tau}\|v\|_{1, p^{\prime}, \tau} .
\end{aligned}
$$

With the use of this technique, we can get a superclose function $u_{I}=u_{n}-u_{n}^{*} \in$ $S_{0}^{h}$ such that

$$
\begin{equation*}
A\left(u_{h}-u_{I}, v\right)=A(R, v)=O\left(h^{2 n}\right)\|u\|_{n+1, p, \Omega}\|v\|_{1, p^{\prime}, \Omega}, 1 \leq p \leq \infty \tag{13}
\end{equation*}
$$

In particular, taking $v=u_{h}-u_{I}, p=2$ and using the imbedded theorem, we obtain an optimal superconvergence estimate

$$
\begin{equation*}
\max _{x \in \Omega}\left|\left(u_{h}-u_{I}\right)(x)\right|+\left\|u_{h}-u_{I}\right\|_{1, \Omega} \leq C h^{2 n}\|u\|_{n+1, \Omega} \tag{14}
\end{equation*}
$$

If taking $p=\infty$ and $v=G_{h}$ (discrete gradient-type Green's function), we further have

$$
\begin{equation*}
\max _{x \in \Omega}\left|D_{x}\left(u_{h}-u_{I}\right)(x)\right| \leq C h^{2 n}\|u\|_{n+1, \infty, \Omega} \tag{15}
\end{equation*}
$$

From these inequalities, we have a new error expression in an element

$$
\begin{equation*}
e=u-u_{h}=\sum_{j=2}^{n} b_{j}^{*} M_{j}(t)+\sum_{j=n+1}^{\infty} b_{j} M_{j}(t)+r_{h} \tag{16}
\end{equation*}
$$

where

$$
r_{h}=O\left(h^{2 n}\right)\|u\|_{n+1, \Omega}, \quad D_{x} r_{h}=O\left(h^{2 n}\right)\|u\|_{n+1, \infty, \Omega} .
$$

In particular, there is an optimal superconvergence $e\left(x_{j}\right)=O\left(h^{2 n}\right)\|u\|_{n+1, \Omega}$ at node $x_{j}$. This result was proven by Douglas-Dupont [19,20], here, however, is derived by EOA. Based on high degree interpolation of $u_{h}$ or $D u_{h}$ in two adjacent elements, superconvergence with two order higher (ultraconvergence) is also derived by Chen et al. [17]. It is very important that this method can be also applied to multi-dimensional case (of course, more complicated), and many new results can be derived. In practice, six types of elements are often used, i.e. interval, rectangle, triangle, hexahedron, tetrahedron and triangular prism elements. We found that they have two classes of basic structures for superconvergence on uniform meshes.

## 3. Structure 1: Gauss-Lobatto Points

In one-dimensional case with variable coefficients, the following three results of superconvergence are known.
1.1) At all $n$ th-order Gauss points $x^{\prime}$ the derivative $D u_{h}$ satisfies (Chen [6])

$$
\begin{equation*}
D\left(u-u_{h}\right)\left(x^{\prime}\right)=O\left(h^{n+1}\right)\|u\|_{n+2, \infty, \Omega}, n \geq 1 \tag{17}
\end{equation*}
$$

If $n$ is odd, the result holds for the averaging derivative $\bar{D} u_{h}$ at all inner node $x_{j}$.
1.2) At all $(n+1)$ th-order Lobatto points $x^{0}$ (Chen [6])

$$
\begin{equation*}
\left(u-u_{h}\right)\left(x^{0}\right)=O\left(h^{n+2}\right)\|u\|_{n+2, \infty, \Omega}, n \geq 2 \tag{18}
\end{equation*}
$$

1.3) At each node $x_{j}, u_{h}$ has optimal superconvergence (Douglas-Dupont)

$$
\begin{equation*}
\left(u-u_{h}\right)\left(x_{j}\right)=O\left(h^{2 n}\right)\|u\|_{n+1, \Omega}, n \geq 2 \tag{19}
\end{equation*}
$$

Note that the result 1.3) can be proved directly by using of the one-dimensional Green's function. But, in multi-dimensional case, Green's function method fails, whereas the EOA is still valid. We make the following classification.

1 The $n$ th-degree polynomial $P_{n}=\left\{x^{i} y^{j} \mid 0 \leq i, j \leq n, i+j \leq n\right\}$ in a triangle.

2 The regular serendipity family in a rectangle

$$
Q_{\lambda}(n)=\left\{x^{i} y^{j} \mid(i, j) \in I_{n, \lambda}\right\}, 1 \leq \lambda \leq n
$$

where the index set

$$
I_{n, \lambda} \subset\{(i, j) \mid 0 \leq i, j \leq n, i+j \leq n+\lambda\}
$$

3 The defective family (or intermediate family) in a rectangle

$$
Q^{*}(n)=P_{n} \bigoplus\left\{x^{n} y, x y^{n}\right\}, n \geq 3
$$

The superconvergence results for regular rectangular family $Q_{1}(n)$ are proved as follows.

The result 1.1) and 1.2) (but with factor $\ln h$ ) are still valid and their superconvergence points for function $u_{h}$ and gradient $D u_{h}$ are the product of one-dimensional case, respectively (Zlamal [37,38] and Chen [5,8]).

The result 1.3) is changed to the form
1.3') At each angular node $\left(x_{i}, y_{j}\right), u_{h} \in Q_{2}(n), n \geq 3$,

$$
\begin{equation*}
u-u_{h}=O\left(h^{n+3} \ln h\right) \tag{20}
\end{equation*}
$$

if the coefficients $a_{11}$ and $a_{22}$ are constant and $a_{12}=a_{1}=a_{2}=a_{0}=0$ (Douglas-Dupont-Wheeler used the tensor product method [21]).

When $a_{11}$ and $a_{22}$ are variable and $a_{12}=0$, we have to use the orthogonality correction technique, the result (20) for odd $n \geq 3$ is proved by Chen [14]. In the case of even $n \geq 2$, ultraconvergence (two order higher) for $n$-th degree interpolation of the gradient $I_{n}\left(D u_{h}\right)$ at some specific points $\left(x^{*}, y^{*}\right)$ is also derived by Chen [14],

$$
\begin{equation*}
D u-I_{n}\left(D u_{h}\right)=O\left(h^{n+2} \ln h\right)\|u\|_{n+2, \infty, \Omega}, \text { for even } n \geq 2 \tag{21}
\end{equation*}
$$

## 4. Structure 2: Symmetric Points $\boldsymbol{T}_{\boldsymbol{h}}$

We consider arbitrary degree triangular elements $P_{n}$ and the defective rectangular elements $Q^{*}(n), n \geq 3$ on uniform mashes. The vertices, center and side middle points on rectangular meshes, and the vertices and side middle points on triangular meshes are called the symmetric points $T_{h}$. The following results on interior symmetric points set $T_{h}$ are proved.
2.1) The averaging gradient has

$$
\begin{equation*}
\bar{D}\left(u-u_{h}\right)=O\left(h^{n+1} \ln h\right)\|u\|_{n+2, \infty, \Omega}, \text { for odd } n \geq 1 \tag{22}
\end{equation*}
$$

2.2) The solution has

$$
\begin{equation*}
u-u_{h}=O\left(h^{n+2} \ln h\right)\|u\|_{n+2, \infty, \Omega}, \text { for even } n \geq 2 \tag{23}
\end{equation*}
$$

For $n=1$ or 2 degree triangular elements, these results in whole $T_{h}$ are first proved by Chen [4,7] and Zhu [36], respectively. As the defective family $Q^{*}(n)=Q_{1}(n), n=1,2$, the corresponding results hold in whole $T_{h}$, see 1.1) and 1.2).

In general case, the results for $n$ th-degree triangular element $u_{h} \in P_{n}$ are proved by Babuška et al [1,2], Schatz-Sloan-Wahlbin [29] and Chen [13,16]. The results for defective family $u_{h} \in Q^{*}(n)=P_{n} \bigoplus\left\{x^{n} y, x y^{n}\right\}, n \geq 3$, are studied by Zhang [34,35] and Chen [14] (for general case).

However, these results for $n \geq 3$, in general, hold only inside the domain. Besides these symmetric points, there are no longer other superconvergence points (Chen [13,16]). When second or third boundary value conditions are prescribed and $n \geq 3$ is odd, the result 2.2 ) may hold up to the boundary $\partial \Omega$, but which has not been proved till now. Note that the conclusions above also hold for the defective hexahedron and tetrahedron elements. Superconvergence points for triangular prism elements are the product of one-dimensional and triangular structures above.

## 5. Four Main Principles

We conclude by pointing out that based on EOA, a unified theory of superconvergence is established in this work. Most of the results are summarized into four main principles as follows.

1 Two basic structures of superconvergence on uniform meshes;
2 The domain with curved boundary can be subdivided by piecewise almost uniform meshes and the global superconvergence for lower degree elements is obtained;

3 The singular solution can be approximated by the finite elements on $\lambda$ graded meshes;

4 The three principles above hold for linear elliptic, parabolic and hyperbolic equations, system of equations and nonlinear problems, general domain and singular solution and so on.

Therefore, many problems can be solved by the above four principles. For details, see the author's recent book [14].
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#### Abstract

In this paper, we present an a posteriori error analysis for the mixed finite element approximation of a linear quadratic control problem. We derive a posteriori error estimates for the coupled state and control approximations under some assumptions which hold in many applications. Such estimates, which are apparently not available in the literature, can be used to construct reliable adaptive mixed finite element methods for the control problem.
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## 1. Introduction

Efficient numerical methods are vital to any successful applications of optimal control in practical problems. Finite element approximation of optimal control problems plays a central role in numerical methods for these problems, see, e.g., [12, 27-29] and the references quoted therein.

In recent years, adaptive algorithms for the finite element approximation have been extensively investigated, beginning with the pioneering work in [34]. They ensure a higher density of nodes in certain area of the given domain,

[^5]where the solution is more difficult to approximate. At the heart of any adaptive finite element method is an a posteriori error estimator. The decision of whether further refinement of meshes is necessary is based on the estimate of the discretization error. If the further refinement is to be performed then the error estimator is used as a guide to show how the refinement might be accomplished most efficiently. The literature in this area is huge. Some of techniques directly relevant to our work can be found in [1, 3-4, 6, 8, 15-19, 24, 30].
Although adaptive finite element approximation is widely used in numerical simulations, it has not yet been fully utilized in optimal control. Initial attempts in this aspect have only been reported recently for some design problems, see, e.g., [2,5]. However a posteriori error indicators of a heuristic nature are widely used in most applications. For instance, in some existing work on adaptive finite element approximation of optimal design, the mesh refinement is guided by a posteriori error estimators based on a posteriori error estimates solely from the state equation for a fixed control. Thus error information from approximation of the control design is not utilized. Although these methods may work well in some particular applications, they cannot be applied confidently in general. It is unlikely that the potential power of adaptive finite element approximation has been fully utilized due to the lack of more sophisticated a posteriori error indicators. Very recently, some error estimators of residual type were drived for some constrained control problems governed by elliptic, parabolic equations, and Stokes equations, see [20-23, 25-26]. The initial numerical results seem to be promising, see [13]. These error indicators are based on a posteriori error estimation of the discretization error for the state and the control (design). However to our best knowledge, there has been a lack of a posteriori error indicators for the important case where the objective functional of control problems includes flux of the state. Clearly one should consider mixed finite element discretisation for such control problems.
In this work, we derive a posteriori error estimates for the mixed finite element approximation of a linear quadratic control governed by the elliptic equation. We consider the following quadratic control problem:
\[

$$
\begin{equation*}
\min _{u \in K \subset L^{2}\left(\Omega_{U}\right)}\left\{\frac{1}{2} \int_{\Omega}\left(\boldsymbol{p}-\boldsymbol{p}_{0}\right)^{2} d x+\frac{1}{2} \int_{\Omega}\left(y-y_{0}\right)^{2} d x+\frac{1}{2} \int_{\Omega_{U}} u^{2} d x\right\} \tag{1.1}
\end{equation*}
$$

\]

subject to

$$
\begin{array}{cl}
\operatorname{div} \boldsymbol{p}=f+B u & \text { in } \Omega, \\
\boldsymbol{p}=-A \nabla y, & \text { in } \Omega, \\
y=0, & \text { on } \partial \Omega, \tag{1.4}
\end{array}
$$

where the bounded open set $\Omega \subset \mathbb{R}^{2}$, is a convex polygon or has smooth boundary $\partial \Omega, \Omega_{U}$ is a bounded open set in $\mathbb{R}^{2}$ with Lipschitz boundary $\partial \Omega_{U}$, and
$K$ is a closed convex set in $L^{2}\left(\Omega_{U}\right)$. Here, $\boldsymbol{p}_{0}$ and $y_{0}$ are proper given functions, $f \in L^{2}(\Omega)$ and $B$ is a continuous linear operator from $L^{2}\left(\Omega_{U}\right)$ to $L^{2}(\Omega)$. The coefficient matrix $A \in L^{\infty}\left(\Omega ; \mathbb{R}^{2 \times 2}\right)$ is symmetric and uniformly ellpitic, i.e., $A(x)$ is a symmetric and positive definite $2 \times 2$-matrix, with eigenvalues $\lambda_{j}(x) \in \mathbb{R}$ satisfying

$$
\begin{equation*}
0<c_{A} \leq \lambda_{1}(x), \lambda_{2}(x) \leq C_{A} \tag{1.5}
\end{equation*}
$$

for almost all $x \in \Omega$.
We shall use the standard notation $W^{m, p}(\Omega)$ for Sobolev spaces on $\Omega$ with a norm $\|\cdot\|_{m, p}$ given by $\|\phi\|_{m, p}^{p}=\sum_{|\alpha| \leq m}\left\|D^{\alpha} \phi\right\|_{L^{p}(\Omega)}^{p}$. We set $W_{0}^{m, p}(\Omega)=$ $\left\{\phi \in W^{m, p}(\Omega):\left.\phi\right|_{\partial \Omega}=0\right\}$. For $p=2$, we denote $H^{m}(\Omega)=W^{m, 2}(\Omega)$, $H_{0}^{m}(\Omega)=W_{0}^{m, 2}(\Omega),\|\cdot\|_{m}=\|\cdot\|_{m, 2}$ and $\|\cdot\|=\|\cdot\|_{0,2}$. In addition $C$ denotes a general positive constant independent of $h$.

The outline of this paper is as follows. In Section 2, we shall give a brief review on the mixed finite element method, and construct the mixed finite element approximation for the convex optimal control problem (1.1)-(1.4). Then, we state preliminaries and the key properties of some interpolation operators in Section 3. In Section 4, we propose a posteriori error estimators for some intermediate errors for the RT, the BDM and the BDFM mixed method. Our analysis relies on a decomposition of the flux functions in the spirit of a generalized Helmholtz decomposition. Helmholtz decomposition was first used in [8] to prove efficiency and reliability of error estimators for the elliptic problem with the same mixed finite elements. Finally, a posteriori error bounds are derived for the control problem by applying the results in Section 3.

## 2. Mixed finite element approximation of the control problem

Let

$$
\begin{equation*}
\boldsymbol{V}=H(\operatorname{div} ; \Omega)=\left\{\boldsymbol{v} \in\left(L^{2}(\Omega)\right)^{2}, \operatorname{div} \boldsymbol{v} \in L^{2}(\Omega)\right\} \tag{2.1}
\end{equation*}
$$

endowed with the norm:

$$
\|\boldsymbol{v}\|_{H(\operatorname{div} ; \Omega)}=\left(\|\boldsymbol{v}\|_{0, \Omega}^{2}+\|\operatorname{div} \boldsymbol{v}\|_{0, \Omega}^{2}\right)^{1 / 2},
$$

and let

$$
\begin{equation*}
W=L^{2}(\Omega) . \tag{2.2}
\end{equation*}
$$

We also denote

$$
\begin{equation*}
U=L^{2}\left(\Omega_{U}\right) \tag{2.3}
\end{equation*}
$$

To consider the mixed finite element approximation of the quadratic optimal control problem (1.1)-(1.4), we need a weak formula for the state equation
(1.2)-(1.4). We recast (1.1)-(1.4) as the following weak form: find $(\boldsymbol{p}, y, u) \in$ $\boldsymbol{V} \times W \times U$ such that $(\mathrm{QCP})$

$$
\begin{gather*}
\min _{u \in K \subset U} \frac{1}{2}\left\{\left\|\boldsymbol{p}-\boldsymbol{p}_{0}\right\|_{\left(L^{2}(\Omega)\right)^{2}}^{2}+\left\|y-y_{0}\right\|_{W}^{2}+\|u\|_{U}^{2}\right\}  \tag{2.4}\\
\quad\left(A^{-1} \boldsymbol{p}, \boldsymbol{v}\right)-(y, \operatorname{div} \boldsymbol{v})=0, \quad \forall \boldsymbol{v} \in \boldsymbol{V}  \tag{2.5}\\
\quad(\operatorname{div} \boldsymbol{p}, w)=(f+B u, w), \quad \forall w \in W \tag{2.6}
\end{gather*}
$$

where the inner product in $L^{2}(\Omega)$ or $L^{2}(\Omega)^{2}$ is indicated by $(\cdot, \cdot), K$ is a closed convex set in $U$, and $B$ is a continuous linear operator from $U$ to $L^{2}(\Omega)$. It is well known (see, e.g., [14]) that the quadratic control problem (QCP) (2.4)(2.6) has a unique solution $(\boldsymbol{p}, y, u)$, and that a triplet $(\boldsymbol{p}, y, u)$ is the solution of (QCP) (2.4)-(2.6) if and only if there is a co-state $(\boldsymbol{q}, z) \in \boldsymbol{V} \times W$ such that $(\boldsymbol{p}, y, \boldsymbol{q}, z, u)$ satisfies the following optimal conditions: (QCP-OPT)

$$
\begin{array}{rlrl}
\left(A^{-1} \boldsymbol{p}, \boldsymbol{v}\right)-(y, \operatorname{div} \boldsymbol{v}) & =0, & & \forall \boldsymbol{v} \in \boldsymbol{V} \\
(\operatorname{div} \boldsymbol{p}, w) & =(f+B u, w), & \forall w \in W \\
\left(A^{-1} \boldsymbol{q}, \boldsymbol{v}\right)-(z, \operatorname{div} \boldsymbol{v}) & =-\left(\boldsymbol{p - \boldsymbol { p } _ { 0 } , \boldsymbol { v } ) ,}\right. & \forall \boldsymbol{v} \in \boldsymbol{V} \\
(\operatorname{div} \boldsymbol{q}, w) & =\left(y-y_{0}, w\right), & \forall w \in W \\
\left(u+B^{*} z, \tilde{u}-u\right)_{U} & \geq 0, & \forall \tilde{u} \in K \tag{2.11}
\end{array}
$$

where $B^{*}$ is the adjoint operator of $B$, and $(\cdot, \cdot)_{U}$ is the inner product of $U$. In the rest of the paper, we shall simply write the product as $(\cdot, \cdot)$ whenever no confusion should be caused.

For ease of exposition we will assume that $\Omega$ and $\Omega_{U}$ are both polygons. Let $\mathcal{T}_{h}$ and $\mathcal{T}_{h}\left(\Omega_{U}\right)$ be regular (in the sense of [9]) triangulation or rectangulation of $\Omega$ and $\Omega_{U}$ respectively. They are assumed to satisfy the angle condition that there is a positive constant $C$ such that for all $T \in \mathcal{T}_{h}\left(T_{U} \in \mathcal{T}_{h}\left(\Omega_{U}\right)\right)$

$$
\begin{equation*}
C^{-1} h_{T}^{2} \leq|T| \leq C h_{T}^{2}, \quad C^{-1} h_{T_{U}}^{2} \leq\left|T_{U}\right| \leq C h_{T_{U}}^{2} \tag{2.12}
\end{equation*}
$$

where $|T|\left(\left|T_{U}\right|\right)$ is the area of $T\left(T_{U}\right)$ and $h_{T}\left(h_{T_{U}}\right)$ is the diameter of $T\left(T_{U}\right)$. Let $h=\max h_{T}\left(h_{U}=\max h_{T_{U}}\right)$.

Let $\boldsymbol{V}_{h} \times W_{h} \subset \boldsymbol{V} \times W$ denote the RT, BDM, or BDFM space of index $k$ associated with the triangulation or rectangulation $\mathcal{T}^{h}$ of $\Omega$ ([7]), where $k \geq 0$. Here, RT indicates entries for the Raviart-Thomas elements, BDM for the Brezzi-Douglas-Marini elements, and BDFM for the Brezzi-Douglas-Fortin-Marini elements.

Associated with $\mathcal{T}_{h}\left(\Omega_{U}\right)$ is another finite dimensional subspace $U_{h}$ of $U$ :

$$
\begin{equation*}
U_{h}:=\left\{\tilde{u}_{h} \in U: \quad \forall T \in \mathcal{T}_{h}\left(\Omega_{U}\right),\left.\quad \tilde{u}_{h}\right|_{T} \in P_{k}(T)\right\} \tag{2.13}
\end{equation*}
$$

The mixed finite element approximation of (QCP) (2.4)-(2.6) is as follows $(\mathrm{QCP})_{h}$ : find $\left(\boldsymbol{p}_{h}, y_{h}, u_{h}\right) \in \boldsymbol{V}_{h} \times W_{h} \times U_{h}$ such that

$$
\begin{align*}
& \min _{u_{h} \in K_{h} \subset U_{h}} \frac{1}{2}\left\{\left\|\boldsymbol{p}_{h}-\boldsymbol{p}_{0}\right\|_{\left(L^{2}(\Omega)\right)^{2}}^{2}+\left\|y_{h}-y_{0}\right\|_{W}^{2}+\left\|u_{h}\right\|_{U}^{2}\right\}  \tag{2.14}\\
&\left(A^{-1} \boldsymbol{p}_{h}, \boldsymbol{v}_{h}\right)-\left(y_{h}, \operatorname{div} \boldsymbol{v}_{h}\right)=0, \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}  \tag{2.15}\\
&\left(\operatorname{div} \boldsymbol{p}_{h}, w_{h}\right)=\left(f+B u_{h}, w_{h}\right), \quad \forall w_{h} \in W_{h} \tag{2.16}
\end{align*}
$$

where $K_{h}$ is a closed convex set in $U_{h}$. This control problem (QCP $)_{h}(2.16)$ (2.18) again has a unique solution $\left(\boldsymbol{p}_{h}, y_{h}, u_{h}\right)$, and that a triplet $\left(\boldsymbol{p}_{h}, y_{h}, u_{h}\right) \in$ $\boldsymbol{V}_{h} \times W_{h} \times U_{h}$ is the solution of $(\mathrm{QCP})_{h}$ (2.14)-(2.16) if and only if there is a co-state $\left(\boldsymbol{q}_{h}, z_{h}\right) \in \boldsymbol{V}_{h} \times W_{h}$ such that $\left(\boldsymbol{p}_{h}, y_{h}, \boldsymbol{q}_{h}, z_{h}, u_{h}\right)$ satisfies the following optimal conditions: $(\mathrm{QCP}-\mathrm{OPT})_{h}$

$$
\begin{array}{rlrl}
\left(A^{-1} \boldsymbol{p}_{h}, \boldsymbol{v}_{h}\right)-\left(y_{h}, \operatorname{div} \boldsymbol{v}_{h}\right) & =0, & \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}, \\
\left(\operatorname{div} \boldsymbol{p}_{h}, w_{h}\right) & =\left(f+B u_{h}, w_{h}\right), \forall w_{h} \in W_{h}, \\
\left(A^{-1} \boldsymbol{q}_{h}, \boldsymbol{v}_{h}\right)-\left(z_{h}, \operatorname{div} \boldsymbol{v}_{h}\right) & =-\left(\boldsymbol{p}_{h}-\boldsymbol{p}_{0}, \boldsymbol{v}_{h}\right), \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}, \\
\left(\operatorname{div} \boldsymbol{q}_{h}, w_{h}\right) & =\left(y_{h}-y_{0}, w_{h}\right), & \forall w_{h} \in W_{h}, \\
\left(u_{h}+B^{*} z_{h}, \tilde{u}_{h}-u_{h}\right) & \geq 0, & \forall \tilde{u}_{h} \in K_{h}, \tag{2.21}
\end{array}
$$

where $B^{*}$ is the adjoint operator of $B$.

## 3. Preliminaries and some interpolation operators

Since the domain $\Omega$ has a smooth boundary or is convex with a polygonal boundary, the Poincare's inequality holds

$$
\begin{equation*}
\|\phi-\bar{\phi}\|_{0, \Omega} \leq C\|\nabla \phi\|_{0, \Omega}, \quad \forall \phi \in H^{1}(\Omega) \tag{3.1}
\end{equation*}
$$

where

$$
\bar{\phi}=\int_{\Omega} \phi /|\Omega| .
$$

Let $\bigcup \mathcal{T}_{h}$ denote the set of triangular or rectangle elements (open) in $\mathcal{T}_{h}$. We define

$$
W^{m, p}\left(\bigcup \mathcal{T}_{h}\right):=\left\{\phi \in L^{p}(\Omega): \forall T \in \mathcal{T}_{h},\left.\quad \phi\right|_{T} \in W^{m, p}(T)\right\}
$$

and consider local versions of these differential operators (understood in the distributional sense), namely, $\operatorname{div}_{h}, \operatorname{curl}_{h}: H^{1}\left(\bigcup \mathcal{T}_{h}\right)^{2} \rightarrow L^{2}(\Omega)$ and $\nabla_{h}$, $\operatorname{Curl}_{h}: H^{1}\left(\bigcup \mathcal{T}_{h}\right) \rightarrow L^{2}(\Omega)^{2}$ defined such that, e.g.,

$$
\left.\operatorname{div}_{h} \boldsymbol{v}\right|_{T}:=\operatorname{div}\left(\left.\boldsymbol{v}\right|_{T}\right) \quad\left(T \in \mathcal{T}_{h}\right)
$$

Since, we assumed that $A \in L^{\infty}\left(\Omega ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$ is uniformly elliptic on $\Omega$. Then, by the Lax-Milgram lemma, the operator

$$
\begin{equation*}
-\operatorname{div}(A \nabla \cdot): \quad H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega) \tag{3.2}
\end{equation*}
$$

is invertible and the norm of the inverse is bounded.
Moreover, since $\Omega \in \mathbb{R}^{2}$ is convex polygon or has a smooth boundary, the condition $A \in C^{1,0}(\bar{\Omega})$ implies that

$$
\begin{equation*}
-\operatorname{div}(A \nabla \cdot): \quad H_{0}^{1}(\Omega) \cup H^{2}(\Omega) \rightarrow L^{2}(\Omega) \text { is invertible } \tag{3.3}
\end{equation*}
$$

and there exists a constant $C>0$ such that

$$
\begin{equation*}
\|\phi\|_{2, \cup \mathcal{T}_{h}} \leq C\|\operatorname{div}(A \nabla \phi)\|_{0, \Omega} \tag{3.4}
\end{equation*}
$$

for all $\phi \in H_{0}^{1}(\Omega)$ such that $\operatorname{div}(A \nabla \phi) \in L^{2}(\Omega)$.
Let $\mathcal{E}_{h}$ denote the set of element sides in $\mathcal{T}_{h}$. The local mesh size $h$ is defined on both $\Omega$ and $\bigcup \mathcal{E}_{h}$ by $\left.h\right|_{T}:=h_{T}$ for $T \in \mathcal{T}_{h}$ and $h_{E}:=h_{E}$ for $E \in \mathcal{E}_{h}$, respectively.

For all $E \in \mathcal{E}_{h}$ we fix one direction of a unit normal on $E$ pointing outside of $\Omega$ in case that $E \subset \partial \Omega$. We define an operator $J: H^{1}\left(\bigcup \mathcal{T}_{h}\right) \rightarrow L^{2}\left(\bigcup \mathcal{E}_{h}\right)$, for $\phi \in H^{1}\left(\bigcup \mathcal{T}_{h}\right)$ by

$$
\begin{equation*}
\left.J(\phi)\right|_{E}:=\left.\left(\phi_{T_{+}}\right)\right|_{E}-\left.\left(\phi_{T_{-}}\right)\right|_{E} \text { if } E=\overline{T_{+}} \bigcap \overline{T_{-}} \tag{3.5}
\end{equation*}
$$

$E \in \mathcal{E}_{h} ; T_{+}, T_{-} \in \mathcal{T}_{h}$ and $\nu_{E}$ points from $T_{+}$into its neighbor element $T_{-} ;$ while

$$
\begin{equation*}
\left.J(\phi)\right|_{E}:=\left.\left(\phi_{T}\right)\right|_{E} \text { if } E=\bar{T} \bigcap \partial \Omega \quad\left(E \in \mathcal{E}_{h} ; T \in \mathcal{T}_{h}\right) \tag{3.6}
\end{equation*}
$$

It is clear that $\left.J(\phi)\right|_{E}$ represents the jump of the function $\phi$ across the edge $E$.
We define $S^{0}\left(\mathcal{T}_{h}\right) \subset L^{2}(\Omega)$ as the piecewise constant space, and $S^{1}\left(\mathcal{T}_{h}\right) \subset$ $H^{1}(\Omega)$ or $S_{0}^{1}\left(\mathcal{T}_{h}\right) \subset H_{0}^{1}(\Omega)$ as continuous and piecewise linear functions; piecewise is understood with respect to $\mathcal{T}_{h}$. We consider the Clement's interpolation operator $I_{h}: H^{1}(\Omega) \rightarrow S^{1}\left(\mathcal{I}_{h}\right)$ which satisfies

$$
\begin{gather*}
\left\|\phi-I_{h} \phi\right\|_{0, T} \leq C\|h \phi\|_{1, \omega_{T}} \quad \forall \phi \in H_{0}^{1}(\Omega)  \tag{3.7}\\
\left\|\phi-I_{h} \phi\right\|_{0, E} \leq C\left\|h^{1 / 2} \phi\right\|_{1, \omega_{E}} \quad \forall \phi \in H_{0}^{1}(\Omega) \tag{3.8}
\end{gather*}
$$

for each $T \in \mathcal{T}_{h}$ and $E \in \mathcal{E}_{h}$, with which we associate neighborhoods

$$
\omega_{T}:=\bigcup\left\{T^{\prime} \in \mathcal{T}_{h}: \bar{T} \bigcap \overline{T^{\prime}} \neq \emptyset\right\} \text { and } \omega_{E}:=\bigcup\left\{T \in \mathcal{T}_{h}: E \subset \bar{T}\right\}
$$

Moreover, the maximal number of elements in $\omega_{T}$ is $h$-independently bounded by the angle condition.

Now, we define the standard $L^{2}(\Omega)$-orthogonal projection $P_{h}: W \rightarrow W_{h}$, which satisfies [7]: for any $\phi \in W$

$$
\begin{equation*}
\int_{T}\left(\phi-P_{h} \phi\right) w_{h} d x d y=0 \quad \forall w_{h} \in W_{h}, T \in \mathcal{T}_{h} \tag{3.9}
\end{equation*}
$$

Since $S^{0}\left(\mathcal{T}_{h}\right) \subset W_{h} \subset H^{1}\left(\bigcup \mathcal{T}_{h}\right)$, we have the approximate property

$$
\begin{equation*}
\left\|h^{-1} \cdot\left(\phi-P_{h} \phi\right)\right\|_{0, \Omega} \leq C\left\|\nabla_{h} \phi\right\|_{0, \Omega} \quad\left(\phi \in H^{1}\left(\bigcup \mathcal{T}_{h}\right)\right. \tag{3.10}
\end{equation*}
$$

Next, let us define the projection operator $\Pi_{h}: V \rightarrow \boldsymbol{V}_{h}$, which satisfies: for any $\boldsymbol{q} \in \boldsymbol{V}$

$$
\begin{gather*}
\int_{E} w_{h}\left(\boldsymbol{q}-\Pi_{h} \boldsymbol{q}\right) \cdot \boldsymbol{\nu}_{\boldsymbol{E}} d s=0, \forall w_{h} \in W_{h}, \quad E \in \mathcal{E}_{h}  \tag{3.11}\\
\int_{T}\left(\boldsymbol{q}-\Pi_{h} \boldsymbol{q}\right) \cdot \boldsymbol{v}_{h} d x d y=0, \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}, \quad T \in \mathcal{T}_{h} \tag{3.12}
\end{gather*}
$$

Further, the interpolant $\Pi_{h}$ satisfies a local error estimate:

$$
\begin{equation*}
\left\|h^{-1} \cdot\left(\boldsymbol{q}-\Pi_{h} \boldsymbol{q}\right)\right\|_{0, \Omega} \leq C|\boldsymbol{q}|_{1, \cup \mathcal{T}_{h}} \quad\left(\boldsymbol{q} \in H^{1}\left(\bigcup \mathcal{T}_{h}\right) \bigcap \boldsymbol{V}\right) \tag{3.13}
\end{equation*}
$$

## 4. A posteriori error estimates for optimal control problems

For any $\tilde{u}_{h} \in U_{h}$, let $\left(\boldsymbol{p}\left(\tilde{u}_{h}\right), y\left(\tilde{u}_{h}\right)\right) \in \boldsymbol{V} \times W$ be the solution of the following equations:

$$
\begin{align*}
& \left(A^{-1} \boldsymbol{p}\left(\tilde{u}_{h}\right), \boldsymbol{v}\right)-\left(y\left(\tilde{u}_{h}\right), \operatorname{div} \boldsymbol{v}\right)=0, \quad \forall \boldsymbol{v} \in \boldsymbol{V}  \tag{4.1}\\
& \quad\left(\operatorname{div} \boldsymbol{p}\left(\tilde{u}_{h}\right), w\right)=\left(f+B \tilde{u}_{h}, w\right), \quad \forall w \in W \tag{4.2}
\end{align*}
$$

Let $(\boldsymbol{p}, y, u) \in \boldsymbol{V} \times W \times U$ and $\left(\boldsymbol{p}_{h}, y_{h}, u_{h}\right) \in \boldsymbol{V}_{h} \times W_{h} \times U_{h}$ be the solutions of $(\mathrm{QCP})(2.4)-(2.6)$ and $(\mathrm{QCP})_{h}(2.14)-(2.16)$ respectively.

Set some intermediate errors:

$$
\begin{equation*}
\varepsilon_{1}:=\boldsymbol{p}\left(u_{h}\right)-\boldsymbol{p}_{h} \quad \text { and } \quad e_{1}:=y\left(u_{h}\right)-y_{h} \tag{4.3}
\end{equation*}
$$

Let us first note the following error equations from (2.15)-(2.16) and (4.1)(4.2):

$$
\begin{align*}
\left(A^{-1} \varepsilon_{1}, \boldsymbol{v}_{h}\right)-\left(e_{1}, \operatorname{div} \boldsymbol{v}_{h}\right)=0, \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}  \tag{4.4}\\
\left(\operatorname{div} \varepsilon_{1}, w_{h}\right)=0, \quad \forall w_{h} \in W_{h} \tag{4.5}
\end{align*}
$$

By (3.2) and the uniqueness of the solutions for (4.1)-(4.2), we can get that $y\left(u_{h}\right) \in H_{0}^{1}(\Omega)$ and

$$
\begin{equation*}
\boldsymbol{p}\left(u_{h}\right)=-A \nabla y\left(u_{h}\right) \text { and } \quad \operatorname{div} \boldsymbol{p}\left(u_{h}\right)=f+B u_{h} \quad \text { in } \Omega . \tag{4.6}
\end{equation*}
$$

We first establish some intermediate a posteriori error estimates:
Lemma 4.1. For the RT, the BDM, or the BDFM elements there is a positive constant $C$, which only depends on $A, \Omega$, and on the shape of the elements and their polynomial degree $k$, such that

$$
\begin{equation*}
\left\|\boldsymbol{p}\left(u_{h}\right)-\boldsymbol{p}_{h}\right\|_{H(\operatorname{div} ; \Omega)}+\left\|y\left(u_{h}\right)-y_{h}\right\|_{L^{2}(\Omega)} \leq C \eta_{1} \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{1}:=\left(\sum_{T \in \mathcal{T}_{h}} \eta_{1 T}^{2}\right)^{1 / 2} \tag{4.8}
\end{equation*}
$$

and for any element $T \in \mathcal{T}_{h}$

$$
\begin{align*}
\eta_{1 T}^{2}:= & \left\|f+B u_{h}-\operatorname{div} \boldsymbol{p}_{h}\right\|_{0, T}^{2}+h_{T}^{2} \cdot\left\|\operatorname{curl}\left(A^{-1} \boldsymbol{p}_{h}\right)\right\|_{0, T}^{2} \\
& +h_{T}^{2} \cdot \min _{w_{h} \in W_{h}}\left\|A^{-1} \boldsymbol{p}_{h}-\nabla_{h} w_{h}\right\|_{0, T}^{2}  \tag{4.9}\\
& +\left\|h_{E}^{1 / 2} J\left(A^{-1} \boldsymbol{p}_{h} \cdot \boldsymbol{\tau}\right)\right\|_{0, \partial T}^{2} .
\end{align*}
$$

Moreover, the reverse inequality of (4.7) holds as well provided that

$$
\begin{equation*}
\text { on each } T \in \mathcal{T}_{h},\left.\quad A^{-1} \boldsymbol{p}_{h}\right|_{T} \in P_{l} \quad \text { and }\left.\quad \nabla_{h} y_{h}\right|_{T} \in P_{l} \tag{4.10}
\end{equation*}
$$

Lemma 4.2. For the RT, the BDM, or the BDFM elements there is a positive constant $C$, which only depends on $A, \Omega$, and on the shape of the elements and their polynomial degrees $k$ and $l$, such that

$$
\begin{equation*}
C \eta_{1} \leq\left\|\boldsymbol{p}\left(u_{h}\right)-\boldsymbol{p}_{h}\right\|_{H(\operatorname{div} ; \Omega)}+\left\|y\left(u_{h}\right)-y_{h}\right\|_{L^{2}(\Omega)} \tag{4.11}
\end{equation*}
$$

Let $(\boldsymbol{p}, y, \boldsymbol{q}, z, u) \in(\boldsymbol{V} \times W)^{2} \times U$ and $\left(\boldsymbol{p}_{h}, y_{h}, \boldsymbol{q}_{h}, z_{h}, u_{h}\right) \in\left(\boldsymbol{V}_{h} \times W_{h}\right)^{2} \times$ $U_{h}$ be the solutions of (QCP-OPT) (2.7)-(2.11) and (QCP-OPT) ${ }_{h}$ (2.17)-(2.21) respectively.

For any $u_{h} \in U_{h}$, let $\left(\boldsymbol{q}\left(u_{h}\right), z\left(u_{h}\right)\right) \in \boldsymbol{V} \times W$ be the solution of the following equations:

$$
\begin{align*}
\left(A^{-1} \boldsymbol{p}\left(u_{h}\right), \boldsymbol{v}\right)-\left(y\left(u_{h}\right), \operatorname{div} \boldsymbol{v}\right) & =0  \tag{4.12}\\
\left(\operatorname{div}^{\left.\boldsymbol{p}\left(u_{h}\right), w\right)}\right. & =\left(f+B u_{h}, w\right)  \tag{4.13}\\
\left(A^{-1} \boldsymbol{q}\left(u_{h}\right), \boldsymbol{v}\right)-\left(z\left(u_{h}\right), \operatorname{div} \boldsymbol{v}\right) & \left.=-\left(\boldsymbol{p}\left(u_{h}\right)-\boldsymbol{p}_{0}\right), \boldsymbol{v}\right)  \tag{4.14}\\
\left(\operatorname{div} \boldsymbol{q}\left(u_{h}\right), w\right) & =\left(y\left(u_{h}\right)-y_{0}, w\right) \tag{4.15}
\end{align*}
$$

for all $\boldsymbol{v} \in \boldsymbol{V}$ and $w \in W$.

Define some further intermediate errors:

$$
\begin{equation*}
\varepsilon_{2}:=\boldsymbol{q}\left(u_{h}\right)-\boldsymbol{q}_{h} \quad \text { and } \quad e_{2}:=z\left(u_{h}\right)-z_{h} . \tag{4.16}
\end{equation*}
$$

We can also derive the following result:
Lemma 4.3. For the RT, the BDM, or the BDFM elements there is a positive constant $C$ which only depends on $A, \Omega$, and on the shape of the elements and their polynomial degree $k$, such that

$$
\begin{align*}
& \left\|\boldsymbol{q}\left(u_{h}\right)-\boldsymbol{q}_{h}\right\|_{H(\operatorname{div} ; \Omega)}+\left\|z\left(u_{h}\right)-z_{h}\right\|_{L^{2}(\Omega)} \\
& \quad \leq C \eta_{2}+C\left\|\boldsymbol{p}_{h}-\boldsymbol{p}\left(u_{h}\right)\right\|+C\left\|y_{h}-y\left(u_{h}\right)\right\| \leq C\left(\eta_{1}+\eta_{2}\right), \tag{4.17}
\end{align*}
$$

where $\eta_{1}$ is defined in Lemma 4.1 and

$$
\begin{equation*}
\eta_{2}:=\left(\sum_{T \in \mathcal{T}_{h}} \eta_{2 T}^{2}\right)^{1 / 2} \tag{4.18}
\end{equation*}
$$

and for any element $T \in \mathcal{T}_{h}$

$$
\begin{align*}
\eta_{2 T}^{2}:= & \left\|y_{h}-y_{0}-\operatorname{div} \boldsymbol{q}_{h}\right\|_{0, T}^{2}+h_{T}^{2} \cdot\left\|\operatorname{curl}\left(A^{-1} \boldsymbol{q}_{h}\right)\right\|_{0, T}^{2} \\
& +h_{T}^{2} \cdot \min _{w_{h} \in W_{h}}\left\|A^{-1} \boldsymbol{q}_{h}+\boldsymbol{p}_{h}-\boldsymbol{p}_{0}-\nabla_{h} w_{h}\right\|_{0, T}^{2}  \tag{4.19}\\
& +\left\|h_{E}^{1 / 2} J\left(A^{-1} \boldsymbol{q}_{h} \cdot \boldsymbol{\tau}\right)\right\|_{0, \partial T}^{2} .
\end{align*}
$$

In this paper, we do not assume that the discretized constraint set $K_{h}$ is contained by $K$.

Let $(\boldsymbol{p}, y, \boldsymbol{q}, z, u) \in(\boldsymbol{V} \times W)^{2} \times U$ and $\left(\boldsymbol{p}_{h}, y_{h}, \boldsymbol{q}_{h}, z_{h}, u_{h}\right) \in\left(\boldsymbol{V}_{h} \times W_{h}\right)^{2} \times$ $U_{h}$ be the solutions of (QCP-OPT) (2.7)-(2.11) and (QCP-OPT) ${ }_{h}$ (2.17)-(2.21) respectively.

With these intermediate errors, we can decompose the errors as following

$$
\begin{align*}
\boldsymbol{p}-\boldsymbol{p}_{h} & =\boldsymbol{p}-\boldsymbol{p}\left(u_{h}\right)+\boldsymbol{p}\left(u_{h}\right)-\boldsymbol{p}_{h} \\
y-y_{h} & :=\boldsymbol{\epsilon}_{1}+\boldsymbol{\varepsilon}_{1}, \\
y-y\left(u_{h}\right)+y\left(u_{h}\right)-y_{h} & :=r_{1}+e_{1},  \tag{4.20}\\
\boldsymbol{q}-\boldsymbol{q}_{h} & =\boldsymbol{q}-\boldsymbol{q}\left(u_{h}\right)+\boldsymbol{q}\left(u_{h}\right)-\boldsymbol{q}_{h} \quad:=\boldsymbol{\epsilon}_{2}+\boldsymbol{\varepsilon}_{2}, \\
z-z_{h} & =z-z\left(u_{h}\right)+z\left(u_{h}\right)-z_{h}
\end{align*} \quad:=r_{2}+e_{2} .
$$

From (2.7)-(2.8) and (4.12)-(4.13), (2.9)-(2.10) and (4.14)-(4.15), we derive the following error equations:

$$
\begin{align*}
\left(A^{-1} \boldsymbol{\epsilon}_{1}, \boldsymbol{v}\right)-\left(r_{1}, \operatorname{div} \boldsymbol{v}\right) & =0,  \tag{4.21}\\
\left(\operatorname{div} \boldsymbol{\epsilon}_{1}, w\right) & =\left(B\left(u-u_{h}\right), w\right),  \tag{4.22}\\
\left(A^{-1} \boldsymbol{\epsilon}_{2}, \boldsymbol{v}\right)-\left(r_{2}, \operatorname{div} \boldsymbol{v}\right) & =\left(\boldsymbol{p}\left(u_{h}\right)-\boldsymbol{p}, \boldsymbol{v}\right),  \tag{4.23}\\
\left(\operatorname{div} \boldsymbol{\epsilon}_{2}, w\right) & =\left(y-y\left(u_{h}\right), w\right), \tag{4.24}
\end{align*}
$$

for all $\boldsymbol{v} \in \boldsymbol{V}$ and $w \in W$. The assumption that $A \in L^{\infty}\left(\Omega ; \mathbb{R}^{2 \times 2}\right)$ implies

$$
\begin{equation*}
\left\|\boldsymbol{\epsilon}_{1}\right\|_{H(\operatorname{div} ; \Omega)}+\left\|r_{1}\right\|_{L^{2}(\Omega)} \leq C\left\|u-u_{h}\right\|_{U} \tag{4.25}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\left\|\boldsymbol{\epsilon}_{2}\right\|_{H(\operatorname{div} ; \Omega)}+\left\|r_{2}\right\|_{L^{2}(\Omega)} \leq C\left\|u-u_{h}\right\|_{U} \tag{4.26}
\end{equation*}
$$

In the following we estimate $\left\|u-u_{h}\right\|_{U}$ and then obtain the main results:
Theorem 4.1. Let $(\boldsymbol{p}, y, \boldsymbol{q}, z, u) \in(\boldsymbol{V} \times W)^{2} \times U$ and $\left(\boldsymbol{p}_{h}, y_{h}, \boldsymbol{q}_{h}, z_{h}, u_{h}\right) \in$ $\left(\boldsymbol{V}_{h} \times W_{h}\right)^{2} \times U_{h}$ be the solutions of $(Q C P)(2.7)-(2.11)$ and $(Q C P)_{h}$ (2.17)(2.21) respectively. Assume that

$$
\begin{equation*}
\left.\left.\left(u_{h}+B^{*} z_{h}\right)\right|_{T_{U}} \in H^{s}\left(T_{U}\right) \quad(s=0 \text { or } 1) \quad \text { for any } T_{U} \in \mathcal{T}_{h}\left(\Omega_{U}\right)\right) \tag{4.27}
\end{equation*}
$$

and that there is a $\tilde{u}_{h} \in K_{h}$ such that

$$
\begin{equation*}
\left|\left(u_{h}+B^{*} z_{h}, \tilde{u}_{h}-u\right)\right| \leq C \sum_{T_{U}} h_{T_{U}}\left\|u_{h}+B^{*} z_{h}\right\|_{H^{s}\left(T_{U}\right)}\left\|u-u_{h}\right\|_{L^{2}\left(T_{U}\right)}^{s} \tag{4.28}
\end{equation*}
$$

Then for all $\tilde{u} \in K$ we have

$$
\begin{align*}
\left\|u-u_{h}\right\|_{U}^{2} \leq & C\left\{\sum_{T_{U}} h_{T_{U}}^{1+s}| | u_{h}+B^{*} z_{h}\left\|_{H^{s}\left(T_{U}\right)}^{1+s}+\right\| z_{h}-z\left(u_{h}\right) \|_{L^{2}(\Omega)}^{2}\right. \\
& +\left|\left(u_{h}+B^{*} z_{h}, u_{h}-\tilde{u}\right)\right|+\left|\left(B^{*}\left(z_{h}-z\left(u_{h}\right)\right), u_{h}-\tilde{u}\right)\right| \\
& \left.+\left|\left(B^{*}\left(z\left(u_{h}\right)-z\right), u_{h}-\tilde{u}\right)\right|+\left|\left(u_{h}-u, u_{h}-\tilde{u}\right)\right|\right\} \tag{4.29}
\end{align*}
$$

where $z\left(u_{h}\right)$ is defined by (4.12)-(4.15). Moreover,

$$
\begin{align*}
& \left\|\boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{H(\operatorname{div} ; \Omega)}+\left\|y-y_{h}\right\|_{L^{2}(\Omega)} \leq C\left(\eta_{1}+\eta_{2}+\left\|u-u_{h}\right\|_{U}\right)  \tag{4.30}\\
& \left\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{H(\operatorname{div} ; \Omega)}+\left\|z-z_{h}\right\|_{L^{2}(\Omega)} \leq C\left(\eta_{1}+\eta_{2}+\left\|u-u_{h}\right\|_{U}\right) \tag{4.31}
\end{align*}
$$

where $\eta_{1}$ is defined in Lemma 4.1 and $\eta_{2}$ is defined in Lemma 4.3.
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#### Abstract

A least-squares mixed finite element method over quadrilaterals is formulated and applied for a class of second order elliptic problems. A superconvergence result is established for approximate solutions. The superconvergence indicates an accuracy of $O\left(h^{r+2}\right)$ for the least-squares mixed finite element approximation if Raviart-Thomas elements of order $r$ are employed with optimal error estimate of $O\left(h^{r+1}\right)$.
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## 1. Introduction

It is proved that least-squares mixed finite element methods lead to symmetric algebraic systems and are not subject to the Ladyzhenskaya Babus̆ka Brezzi (LBB) consistency requirement. The objective of this article is to investigate superconvergence phenomena for second-order elliptic problems by using this method.

We consider the following second-order elliptic boundary-value problem

$$
\begin{align*}
-\operatorname{div}(A \operatorname{grad} u) & =f \quad \text { in } \Omega \\
u & =0 \tag{1.1}
\end{align*} \quad \text { on } \Gamma_{D}
$$

where $\Omega \subset R^{2}$ is an open bounded domain with Lipschitz boundary $\Gamma$ such that $\Gamma=\Gamma_{D} \cup \Gamma_{N}, A$ is a symmetric, positive definite matrix of coefficients and $\boldsymbol{n}$

[^6]is the unit outward vector normal to $\Gamma$. Introducing the flux $\sigma=-A \operatorname{grad} u$, we get the first order system
\[

$$
\begin{array}{rll}
\boldsymbol{\sigma}+A \operatorname{grad} u & =0 & \text { in } \Omega \\
\operatorname{div} \boldsymbol{\sigma}-f & =0 & \text { in } \Omega  \tag{1.2}\\
u & =0 & \text { on } \Gamma_{D} \\
\boldsymbol{\sigma} \cdot \boldsymbol{n} & =0 & \text { on } \Gamma_{N}
\end{array}
$$
\]

Our attention is focused on finite element partitions of $\Omega$ into convex quadrilaterals. The quadrilateral elements were constructed by using local mapping techniques for any stable rectangular space such as the Raviart-Thomas [13] or Brezzi-Douglas-Fortin-Marini [2] spaces. We shall investigate superconvergence result by using the $L^{2}$-projection and some mixed finite element projections and the integral identities technique developed by Q.Lin and his collaborates [11-12].

There have been many superconvergence results [1, 3, 10-12, 14-16] for the finite element methods and, related to the mixed finite element for elliptic problems [8-9]. Besides, Chen investigated in [5] superconvergence phenomema for second-order elliptic problems with diagonal coefficient matrix by least-squares mixed based rectangulation. This article shows that similar superconvergence holds true when quadrilateral elements are employed in the least-squares mixed finite elment method.

We shall formulate in section 2 the problem and prove the existence and uniqueness of the least-squares mixed weak form. In Section 3, we shall establish the construction of the least-squares mixed elements over quadrilaterals. In section 4, the interpolation operators are defined and some preliminary lemmas are presented, and in section 5 , the main result of this paper is stated.

## 2. Problem formulation

Assume that the matrix of coefficients $A=\left(a_{i j}(x)\right)_{2 \times 2}, x \in \bar{\Omega}$, is symmetric positive definite and the coefficients $a_{i j}(x)$ are bounded, i.e., there exist positive constants $\alpha_{1}$ and $\alpha_{2}$ such that

$$
\begin{equation*}
\alpha_{1} \xi^{T} \xi \leq \xi^{T} A \xi \leq \alpha_{2} \xi^{T} \xi \tag{2.1}
\end{equation*}
$$

for any vectors $\xi \in R^{2}$ and $x \in \bar{\Omega}$.
We shall use the standard notation for Sobolev spaces $H^{m}(\Omega)$ with norm $\|\cdot\|_{m, \Omega}$ and seminorms $|\cdot|_{i, \Omega}, 0 \leq i \leq m$; as usual, $L^{2}(\Omega)=H^{0}(\Omega)$. Let $\left(H^{m}(\Omega)\right)^{2}$ be the corresponding product space and

$$
\begin{gather*}
H(\operatorname{div} ; \Omega)=\left\{\tau \in\left(L^{2}(\Omega)\right)^{2}, \operatorname{div} \boldsymbol{\tau} \in L^{2}(\Omega)\right\} \\
V=\left\{v \in H^{1}(\Omega): v=0 \text { on } \Gamma_{D}\right\} \tag{2.2}
\end{gather*}
$$

with norm

$$
\|v\|_{1, \Omega}=\left(\|v\|_{0, \Omega}^{2}+\|\operatorname{grad} v\|_{0, \Omega}^{2}\right)^{1 / 2}
$$

By the Poincaré-Friedrichs inequality, there exists a constant $C_{F}$ such that

$$
\begin{equation*}
\|v\|_{0}^{2} \leq C_{F}^{2}\|\operatorname{grad} v\|_{0}^{2} . \tag{2.3}
\end{equation*}
$$

Let $\boldsymbol{\tau}=\left(\tau_{1}, \tau_{2}\right)$ be a smooth vector function and $v \in H^{1}(\Omega)$, and denote

$$
\operatorname{div} \boldsymbol{\tau}=\partial_{1} \tau_{1}+\partial_{2} \tau_{2}, \quad \operatorname{grad} v=\left(\partial_{1} v, \partial_{2} v\right) .
$$

Introduce the space

$$
\begin{equation*}
\boldsymbol{W}=\left\{\tau \in H(\operatorname{div} ; \Omega): \boldsymbol{\tau} \cdot \boldsymbol{n}=0 \quad \text { on } \Gamma_{N}\right\} \tag{2.4}
\end{equation*}
$$

with norm

$$
\|\tau\|_{H(\operatorname{div} ; \Omega)}=\left(\|\tau\|_{0, \Omega}^{2}+\|\operatorname{div} \boldsymbol{\tau}\|_{0, \Omega}^{2}\right)^{1 / 2}
$$

The least-squares minimization problem then is: find $u \in V, \boldsymbol{\sigma} \in \boldsymbol{W}$ such that

$$
J(u, \boldsymbol{\sigma})=\inf _{v \in V, \boldsymbol{\tau} \in \boldsymbol{W}} J(v, \boldsymbol{\tau}),
$$

where

$$
\begin{equation*}
J(v, \boldsymbol{\tau})=(\operatorname{div} \boldsymbol{\tau}-f, \operatorname{div} \boldsymbol{\tau}-f)+\left(\boldsymbol{\tau}+A \operatorname{grad} v, A^{-1} \boldsymbol{\tau}+\operatorname{grad} v\right) . \tag{2.5}
\end{equation*}
$$

Note that we have applied a weight $A^{-1}$ to the square of $\boldsymbol{\tau}+A \operatorname{grad} v$. $J(v, \boldsymbol{\tau})$ is equivalent to the follwing functional

$$
J_{1}(v, \boldsymbol{\tau})=(\operatorname{div} \boldsymbol{\tau}-f, \operatorname{div} \boldsymbol{\tau}-f)+(\boldsymbol{\tau}+A \operatorname{grad} v, \boldsymbol{\tau}+A \operatorname{grad} v),
$$

but it is a more balanced and better scaled form (see [3]).
The corresponding variational problem is: find $u \in V, \boldsymbol{\sigma} \in W$ such that

$$
\begin{equation*}
a(u, \boldsymbol{\sigma} ; v, \boldsymbol{\tau})=(f, \operatorname{div} \boldsymbol{\tau}) \quad \forall v \in V, \boldsymbol{\tau} \in \boldsymbol{W} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
a(u, \boldsymbol{\sigma} ; v, \boldsymbol{\tau})=(\operatorname{div} \boldsymbol{\sigma}, \operatorname{div} \boldsymbol{\tau})+\left(\boldsymbol{\sigma}+A \operatorname{grad} u, A^{-1} \boldsymbol{\tau}+\operatorname{grad} v\right) . \tag{2.7}
\end{equation*}
$$

Theorem 2.1. There exists a constant $C>0$ such that for all $v \in V$, $\boldsymbol{\tau} \in \boldsymbol{W}$,

$$
\begin{equation*}
C\left(\|v\|_{1, \Omega}^{2}+\|\boldsymbol{\tau}\|_{H(\operatorname{div} ; \Omega)}^{2}\right) \leq a(v, \boldsymbol{\tau} ; v, \boldsymbol{\tau}) . \tag{2.8}
\end{equation*}
$$

Proof: Expanding $a(\cdot ; \cdot)$, adding and subtracting a term involving $\beta(>0)$, which will be specified later, and regrouping terms, yield

$$
\begin{aligned}
a(v, \boldsymbol{\tau} ; v, \boldsymbol{\tau})= & (\operatorname{div} \boldsymbol{\tau}, \operatorname{div} \boldsymbol{\tau})+\left(\boldsymbol{\tau}+A \operatorname{grad} v, A^{-1} \boldsymbol{\tau}+\operatorname{grad} v\right) \\
= & (\operatorname{div} \boldsymbol{\tau}, \operatorname{div} \boldsymbol{\tau})+\left(\boldsymbol{\tau}, A^{-1} \boldsymbol{\tau}\right)+2(\boldsymbol{\tau}, \operatorname{grad} v)+(A \operatorname{grad} v, \operatorname{grad} v) \\
= & (\operatorname{div} \boldsymbol{\tau}, \operatorname{div} \boldsymbol{\tau})-2(\operatorname{div} \boldsymbol{\tau}, \beta v)+\left(\beta^{2} v, v\right)-\left(\beta^{2} v, v\right) \\
& +2(\operatorname{div} \boldsymbol{\tau}, \beta v)+\left(\boldsymbol{\tau}, A^{-1} \boldsymbol{\tau}\right)+2(\boldsymbol{\tau}, \operatorname{grad} v)+(A \operatorname{grad} v, \operatorname{grad} v) .
\end{aligned}
$$

Integrating by parts in the fifth term, and setting $v=0$ on $\Gamma_{D}, \boldsymbol{\tau} \cdot \boldsymbol{n}=0$ on $\Gamma_{N}$, give

$$
\begin{align*}
a(v, \boldsymbol{\tau} ; v, \boldsymbol{\tau})= & (\operatorname{div} \boldsymbol{\tau}-\beta v, \operatorname{div} \boldsymbol{\tau}-\beta v)-\left(\beta^{2} v, v\right)+\left(\boldsymbol{\tau}, A^{-1} \boldsymbol{\tau}\right) \\
& +2(\boldsymbol{\tau}, \operatorname{grad} v)-2(\boldsymbol{\tau}, \beta \operatorname{grad} v)-\left((1-\beta)^{2} A \operatorname{grad} v, \operatorname{grad} v\right) \\
& -\left((1-\beta)^{2} A \operatorname{grad} v, \operatorname{grad} v\right)+(A \operatorname{grad} v, \operatorname{grad} v) \\
\geq & +\left(\boldsymbol{\tau}+(1-\beta) A \operatorname{grad} v, A^{-1}(\boldsymbol{\tau}+(1-\beta) A \operatorname{grad} v)\right) \\
& -\left(\beta^{2} v, v\right)+\left(\left(2 \beta-\beta^{2}\right) A \operatorname{grad} v, \operatorname{grad} v\right) \\
\geq & \left(\left(-\beta^{2} C_{F}^{2}+\left(2 \beta-\beta^{2}\right) \alpha_{1}\right) \operatorname{grad} v, \operatorname{grad} v\right), \tag{2.9}
\end{align*}
$$

where we have used (2.1) and (2.2). Let $\beta=\alpha_{1} /\left(\alpha_{2}+C_{F}^{2}\right)$. We have

$$
\beta\left(2 \alpha_{1}-\beta\left(\alpha_{1}+C_{F}^{2}\right)\right)=\frac{\alpha_{1}^{2}}{\alpha_{2}+C_{F}^{2}}>0
$$

Hence

$$
\begin{equation*}
a(v, \boldsymbol{\tau} ; v, \boldsymbol{\tau}) \geq C\|\operatorname{grad} v\|_{0}^{2} \geq C\|v\|_{1}^{2} \tag{2.10}
\end{equation*}
$$

Obviously, from (2.7)

$$
\begin{gather*}
a(v, \boldsymbol{\tau} ; v, \boldsymbol{\tau}) \geq\left(\boldsymbol{\tau}+A \operatorname{grad} v, A^{-1}(\boldsymbol{\tau}+A \operatorname{grad} v)\right)  \tag{2.11}\\
a(v, \boldsymbol{\tau} ; v, \boldsymbol{\tau}) \geq(\operatorname{div} \boldsymbol{\tau}+c v, \operatorname{div} \boldsymbol{\tau}+c v) \tag{2.12}
\end{gather*}
$$

Then, it follows from (2.31) in [12] that

$$
\begin{align*}
\|\boldsymbol{\tau}\|_{0}^{2} \leq & \alpha_{2}^{-1}\left(\boldsymbol{\tau}, A^{-1} \boldsymbol{\tau}\right) \\
\leq & 2 a_{2}^{-1}\left(\boldsymbol{\tau}+A \operatorname{grad} v, A^{-1} \boldsymbol{\tau}+\operatorname{grad} v\right)  \tag{2.13}\\
& +2 a_{2}^{-1}(A \operatorname{grad} v, \operatorname{grad} v) \\
\leq & C a(v, \boldsymbol{\tau} ; v, \boldsymbol{\tau}) \\
\|\operatorname{div} \boldsymbol{\tau}\|_{0}^{2} & \leq 2\|\operatorname{div} \boldsymbol{\tau}+c v\|_{0}^{2}+2\|c v\|_{0}^{2}  \tag{2.14}\\
& \leq C a(v, \boldsymbol{\tau} ; v, \boldsymbol{\tau})
\end{align*}
$$

Combining (2.11)-(2.14), we get (2.8).
Now we apply the Lax-Milgram lemma to establish the existence and uniqueness of the solutions to problem (2.6).

Theorem 2.2. Let $\mathrm{f} \in L^{2}(\Omega)$. Then the problem (2.6) has a unique solution $u \in V, \boldsymbol{\sigma} \in \boldsymbol{W}$.

## 3. The least-squares mixed finite element approach

The mixed method over quadrilaterals used in this paper is defined by using mapping techniques to the reference element $\widehat{K}=[-1,1] \times[-1,1]$. Consider any quadrilateral $K$, where $p_{i}$ in a counterclockwise direction stands for the coordinates of the corresponding vertex. There exists an affine invertible mapping
(see [9]) $\widehat{F}_{K}: \widehat{K} \rightarrow K$, such that $K=\widehat{F}_{K}(\widehat{K})$. Let $G$ be the Jacobi matrix (derivative) of $\widehat{F}_{K}$ and $\mathrm{M}=|\operatorname{det}(G)|^{-1} G$.

On an arbitrary convex quadrilateral $K$, the Raviart-Thomas space is defined by

$$
\begin{align*}
V_{k}(K) & =\left\{v=\widehat{v} \circ \widehat{F}_{K}^{-1}: \widehat{v} \in Q_{k, k}(\widehat{K})\right\}, \\
\boldsymbol{W}_{r}(K) & =\left\{\boldsymbol{\tau}=M \widehat{\boldsymbol{\tau}} \circ \widehat{F}_{K}^{-1}: \widehat{\boldsymbol{\tau}} \in Q_{r+1, r}(\widehat{K}) \times Q_{r, r+1}(\widehat{K})\right\} . \tag{3.1}
\end{align*}
$$

where $Q_{m, n}(\widehat{K})$ indicates the space of polynomials of degree no more than m and n in $\widehat{x}$ and $\widehat{y}$, respectively.

Let $\mathcal{T}_{h}$ be a finite element partition of $\Omega$ into quadrilaterals, where $h$ is the mesh parameter, generally denoting the biggest one of diameters of elements in partitions $\mathcal{T}_{h}$. The global finite element space over $\mathcal{T}_{h}$ is defined as follows

$$
\begin{gather*}
V_{h}=\left\{v_{h} \in C^{0}(\Omega):\left.v_{h}\right|_{K} \in V_{k}(K), \forall K \in \mathcal{T}_{h}, v_{h}=0 \text { on } \Gamma_{D}\right\},  \tag{3.2}\\
\boldsymbol{W}_{h}=\left\{\boldsymbol{\tau}_{h} \in H(\operatorname{div} ; \Omega):\left.\boldsymbol{\tau}_{h}\right|_{K} \in \boldsymbol{W}_{r}(K)\right. \\
\left.\forall K \in \mathcal{T}_{h}, \boldsymbol{\tau}_{h} \cdot \boldsymbol{n}=0 \text { on } \Gamma_{N}\right\} \tag{3.3}
\end{gather*}
$$

where $V_{h}$ is the pressure space and $\boldsymbol{W}_{h}$ is that for the velocity.
These spaces possess the following approximation properties:

$$
\begin{align*}
& \inf _{v_{h} \in V_{h}}\left\{\left\|v-v_{h}\right\|_{0, \Omega}+h\left\|\operatorname{grad}\left(v-v_{h}\right)\right\|_{0, \Omega}\right\} \leq C h^{k+1}\|v\|_{k+1, \Omega},  \tag{3.4}\\
& \inf _{h \in W_{h}}\left\|\boldsymbol{\tau}-\boldsymbol{\tau}_{h}\right\|_{0, \Omega} \leq C h^{r+1}\|\boldsymbol{\tau}\|_{r+1, \Omega},  \tag{3.5}\\
& \inf _{h \in W_{h}}\left\|\operatorname{div}\left(\boldsymbol{\tau}-\boldsymbol{\tau}_{h}\right)\right\|_{0, \Omega} \leq C h^{r+1}\|\boldsymbol{\tau}\|_{r+2, \Omega}, \tag{3.6}
\end{align*}
$$

for any $v \in H^{k+1}(\Omega) \cap V$ and $\boldsymbol{\tau} \in\left(H^{r_{1}+1}(\Omega)\right)^{2} \cap \boldsymbol{W}$.
The corresponding finite element approximation to (2.6) is: find $u_{h} \in V_{h}$, $\boldsymbol{\sigma}_{h} \in \boldsymbol{W}_{h}$ such that

$$
\begin{equation*}
a\left(u_{h}, \boldsymbol{\sigma}_{h} ; v_{h}, \boldsymbol{\tau}_{h}\right)=\left(f, \operatorname{div} \boldsymbol{\tau}_{h}\right), \quad \forall v_{h} \in V_{h}, \boldsymbol{\tau}_{h} \in \boldsymbol{W}_{h} . \tag{3.7}
\end{equation*}
$$

From Theorem 2.2 we conclude that problem (3.7) has a unique solution since $V_{h} \subset V, \boldsymbol{W}_{h} \subset \boldsymbol{W}$. Moreover, using (2.6) for the exact solution of (1.2) we get the orthogonality property:

$$
\begin{equation*}
a\left(u-u_{h}, \boldsymbol{\sigma}-\boldsymbol{\sigma}_{h} ; v_{h}, \boldsymbol{\tau}_{h}\right)=0, \quad \forall v_{h} \in V_{h}, \quad \boldsymbol{\tau}_{h} \in \boldsymbol{W}_{h} . \tag{3.8}
\end{equation*}
$$

## 4. Interpolant projection operators

Let $\widehat{P}_{k} \widehat{u} \in \widehat{V}_{k}(\widehat{K})$ and $\widehat{\boldsymbol{\sigma}} \in \widehat{\mathbf{W}}_{r}(\widehat{K})$ be the standard finite element interpolants of $\widehat{u}$ and $\widehat{\boldsymbol{\sigma}}$, respectively; then for all $u \in V, \boldsymbol{\sigma} \in \boldsymbol{W}$, the projections $P_{h} u$ and $\pi_{h} \boldsymbol{\sigma}$ are separately defined as follows

$$
\begin{gather*}
P_{h} u=\widehat{P}_{k} \widehat{u} \circ \widehat{F}_{K}^{-1}  \tag{4.1}\\
\pi_{h} \boldsymbol{\sigma}=M\left(\widehat{\pi}_{h}\left(M^{-1} \widehat{\boldsymbol{\sigma}}\right)\right) \tag{4.2}
\end{gather*}
$$

From approximation theory [2, 6-7, 13], these interpolation functions have the following approximate properties:

$$
\begin{gather*}
\left\|u-P_{h} u\right\|_{0, \Omega}+h\left\|\operatorname{grad}\left(u-P_{h} u\right)\right\|_{0, \Omega} \leq C h^{k+1}\|u\|_{k+1, \Omega}  \tag{4.3}\\
\left\|\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}\right\|_{0, \Omega} \leq C h^{r+1}\|\boldsymbol{\sigma}\|_{r+1, \Omega}  \tag{4.4}\\
\left\|\operatorname{div}\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}\right)\right\|_{0, \Omega} \leq C h^{r+1}\|\boldsymbol{\sigma}\|_{r+2, \Omega} \tag{4.5}
\end{gather*}
$$

Lemma 4.1. Assume that the finite element partition $\mathcal{T}_{h}$ is $h^{2}$-uniform (see [9]) and $\pi_{h} \boldsymbol{\sigma}$ is the projection of $\boldsymbol{\sigma}$ defined above, then there exists a constant $C$ such that

$$
\begin{equation*}
\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}, \boldsymbol{\tau}_{h}\right)_{0, K} \leq C h^{r+2}\|\boldsymbol{\sigma}\|_{r+2, K}\left\|\boldsymbol{\tau}_{h}\right\|_{0, K}, \forall \boldsymbol{\tau}_{h} \in \boldsymbol{W}_{h}, K \in \mathcal{T}_{h} \tag{4.6}
\end{equation*}
$$

Proof. Let

$$
\widetilde{\boldsymbol{\sigma}}=M^{-1} \widehat{\boldsymbol{\sigma}}, \widetilde{v}=M^{-1} \widehat{v}
$$

Then $\widehat{\boldsymbol{\sigma}}=M \widetilde{\boldsymbol{\sigma}}, \widehat{v}=M \widetilde{v}$, and from (4.2)

$$
\widehat{\pi_{h} \boldsymbol{\sigma}}=M\left(\widehat{\pi}_{h} \widetilde{\boldsymbol{\sigma}}\right)
$$

With $B_{K}=M^{t} M \operatorname{det}\left(G_{K}\right)$ and by changing variables, we have that

$$
\begin{align*}
\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}, \boldsymbol{\tau}_{h}\right)_{0, K}= & \int_{K}\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}\right) \cdot \boldsymbol{\tau}_{h} d x d y  \tag{4.7}\\
= & \int_{\widehat{K}}\left(\widehat{\boldsymbol{\sigma}}-\widehat{\pi}_{h} \boldsymbol{\sigma}\right) \cdot \widehat{\boldsymbol{\tau}}_{h} \operatorname{det}(G) d \widehat{x} d \widehat{y} \\
= & \int_{\widehat{K}}\left(B_{K}-\bar{B}_{K}\right)\left(\widetilde{\boldsymbol{\sigma}}-\widehat{\pi}_{h} \widetilde{\boldsymbol{\sigma}}\right) \cdot \widetilde{\boldsymbol{\tau}}_{h} d \widehat{x} d \widehat{y} \\
& +\int_{\widehat{K}} B_{K}\left(\widetilde{\boldsymbol{\sigma}}-\widehat{\pi}_{h} \widetilde{\boldsymbol{\sigma}}\right) \cdot \widetilde{\boldsymbol{\tau}}_{h} d \widehat{x} d \widehat{y}
\end{align*}
$$

where $\bar{B}$ is the average of $B_{K}$ on the reference element $\widehat{K}$. Since the qudrilateral $K$ is an $h^{2}$-parallelogram, we have

$$
\left|B_{K}-\bar{B}_{K}\right| \leq C h
$$

for some constant $C$.
By Lemmas 5.2 and 5.5 in [9], there exists a constant $C$ such that

$$
\begin{align*}
\left\|\widetilde{\boldsymbol{\sigma}}-\widehat{\pi}_{h} \widetilde{\boldsymbol{\sigma}}\right\|_{0, \widehat{K}}\left\|\widetilde{\boldsymbol{\tau}}_{h}\right\|_{0, \widehat{K}} & \leq C|\widetilde{\boldsymbol{\sigma}}|_{r+2, \widehat{K}}\left\|\widetilde{\boldsymbol{\tau}}_{h}\right\|_{0, \widehat{K}}  \tag{4.8}\\
& \leq C h^{r+2}\|\boldsymbol{\sigma}\|_{r+2, K}\left\|\boldsymbol{\tau}_{h}\right\|_{0, K}
\end{align*}
$$

Thus, substituting above into (4.7) yields the following estimates

$$
\begin{align*}
& \left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}, \boldsymbol{\tau}_{h}\right)_{0, K} \\
& \quad \leq C h^{r+3}\|\boldsymbol{\sigma}\|_{r+2, K}\left\|\boldsymbol{\tau}_{h}\right\|_{0, K}+C h^{r+2}\|\boldsymbol{\sigma}\|_{r+2, K}\left\|\boldsymbol{\tau}_{h}\right\|_{0, K}  \tag{4.9}\\
& \quad \leq C h^{r+2}\|\boldsymbol{\sigma}\|_{r+2, K}\left\|\boldsymbol{\tau}_{h}\right\|_{0, K}
\end{align*}
$$

which is the desired result.
Lemma 4.2. Assume that the finite element partition $\mathcal{T}_{h}$ is $h^{2}$-uniform and $\pi_{h} \boldsymbol{\sigma}$ is the projection of $\boldsymbol{\sigma}$ defined above, let $\mathrm{k}=\mathrm{r}+1$, then

$$
\begin{equation*}
\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}, \operatorname{grad} v_{h}\right)_{0, K} \leq C h^{r+2}\|\boldsymbol{\sigma}\|_{r+2, K}\left\|v_{h}\right\|_{1, K}, \forall v_{h} \in V_{h}, K \in \mathcal{T}_{h} \tag{4.10}
\end{equation*}
$$

Proof. It follows from substitution of variables that

$$
\begin{equation*}
\int_{K}\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}\right) \cdot \operatorname{grad} v_{h} d x d y=\int_{\widehat{K}}\left(\widehat{\boldsymbol{\sigma}}-\widehat{\pi}_{h} \widehat{\boldsymbol{\sigma}}\right) \cdot \operatorname{grad} \widehat{v}_{h} D \widehat{F}_{K}^{-1} \operatorname{det}(G) d \widehat{x} d \widehat{y}, \tag{4.11}
\end{equation*}
$$

By Lemma 3.3 in [5], withe $x_{K}=y_{K}=0$, and $h_{K}=h_{K}^{\prime}=1$, we can have

$$
\begin{equation*}
\left(\widehat{\boldsymbol{\sigma}}-\widehat{\pi}_{h} \widehat{\boldsymbol{\sigma}}, \operatorname{grad} \widehat{v}_{h}\right)_{0, \widehat{K}} \leq C|\widehat{\boldsymbol{\sigma}}|_{r+2, \widehat{K}}\left|\widehat{v}_{h}\right|_{r+1, \widehat{K}} . \tag{4.12}
\end{equation*}
$$

Substituting (4.12) into (4.11) gives

$$
\begin{align*}
& \int_{K}\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}\right) \cdot \operatorname{grad} v_{h} d x d y \\
& \quad \leq\left.\left|\widehat{F}_{K}^{-1}\right|\right|_{1, \infty, K}|\operatorname{det}(G)|_{0, \infty, K}\left|\int_{\widehat{K}}\left(\widehat{\boldsymbol{\sigma}}-\widehat{\pi}_{h} \widehat{\boldsymbol{\sigma}}\right) \cdot \operatorname{grad} \widehat{v}_{h} d \widehat{x} d \widehat{y}\right| \\
& \quad \leq C h^{-1} h^{2}|\widehat{\boldsymbol{\sigma}}|_{r+2, \widehat{K}}\left|\widehat{v}_{h}\right|_{r+1, \widehat{K}} \\
& \quad \leq C h^{-1} h^{2} h^{r+1}| | \boldsymbol{|}| |_{r+2, K}| | \widehat{v}_{h} \|_{1, \widehat{K}} \\
& \quad \leq C h^{r+2}\|\boldsymbol{\sigma}\|_{r+2, K}\left\|v_{h}\right\|_{1, K} . \tag{4.13}
\end{align*}
$$

where we have used the standard inverse inequality for finite element functions. Hence, the proof of Lemma 4.2 is completed.

Now we introduce the following space

$$
\tilde{V}_{h}=\left\{v_{h} \in L^{2}(\Omega):\left.v_{h}\right|_{K} \in Q_{r}(K), \forall K \in \mathcal{T}_{h}\right\}
$$

It is obvious that

$$
\begin{equation*}
\operatorname{div} \boldsymbol{\sigma} \in \widetilde{V}_{h}, \forall \boldsymbol{\sigma} \in \boldsymbol{W}_{h} \tag{4.14}
\end{equation*}
$$

The definitions of the interpolation functions $P_{h} u$ and $\pi_{h} \sigma$ lead to the following lemma.
Lemma 4.3. Assume that the finite element partition $\mathcal{T}_{h}$ is $h^{2}$-uniform, $\pi_{h} \boldsymbol{\sigma}$ and $P_{h} u$ are separately defined as in (4.1) and (4.2). Then

$$
\begin{array}{ll}
\left(u-P_{h} u, \operatorname{div} \boldsymbol{\tau}_{h}\right)_{0, K}=0, & \forall \boldsymbol{\tau}_{h} \in \boldsymbol{W}_{h}, K \in \mathcal{T}_{h}, \\
\left(\operatorname{div}\left(\sigma-\pi_{h} \sigma\right), v_{h}\right)_{0, K}=0, & \forall v_{h} \in \widetilde{V}_{h}, K \in \mathcal{T}_{h} . \tag{4.16}
\end{array}
$$

## 5. Main superconvergence result

For any $v \in V$, we define a projection $S_{h} v \in V_{h}$ such that

$$
\begin{equation*}
\left(A \operatorname{grad}\left(v-S_{h} v\right), \operatorname{grad} v_{h}\right)_{0, \Omega}=0 \tag{5.1}
\end{equation*}
$$

for all $v_{h} \in V_{h}$. Then, from standard finite element theory [6], we have the estimate

$$
\begin{equation*}
\left\|v-S_{h} v\right\|_{0, \Omega}+h\left\|v-S_{h} v\right\|_{1, \Omega} \leq C h^{k+1}\|v\|_{k+1, \Omega} . \tag{5.2}
\end{equation*}
$$

By the high-accuracy theory of the finite element method [4, 11-12, 15], we also have

$$
\begin{equation*}
\left\|S_{h} u-P_{h} u\right\|_{1, \Omega} \leq C h^{k+1}\|u\|_{k+2} . \tag{5.3}
\end{equation*}
$$

Theorem 5.1. Assume that the finite element partition $\mathcal{T}_{h}$ is $h^{2}$-uniform and $\left(u_{h}, \boldsymbol{\sigma}_{h}\right)$ is the solution of (3.7) by using quadrilateral elements of RaviartThomas of order $r$. If the exact solution $u$ and $\sigma$ of (2.6) satisfies

$$
u \in H^{k+2}(\Omega), \quad \boldsymbol{\sigma} \in\left[H^{r+2}(\Omega)\right]^{2}
$$

If $k=r+1$, then

$$
\begin{equation*}
\left\|u_{h}-P_{h} u\right\|_{1, \Omega}+\left\|\boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right\|_{H(\operatorname{div} ; \Omega)} \leq C h^{r+2}\left(\|u\|_{r+3, \Omega}+\|\boldsymbol{\sigma}\|_{r+2, \Omega}\right) . \tag{5.4}
\end{equation*}
$$

Proof. From the coercivity of the bilinear form in Theorem 2.1, and (3.8),

$$
\begin{align*}
& \left\|u_{h}-P_{h} u\right\|_{1, \Omega}^{2}+\left\|\boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right\|_{H(\operatorname{div} ; \Omega)}^{2} \\
& \quad \leq C a\left(u_{h}-P_{h} u, \boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma} \boldsymbol{\sigma} u_{h}-P_{h} u, \boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right) \\
& \quad=C a\left(u-P_{h} u, \boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma} ; u_{h}-P_{h} u, \boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right) \\
& \quad=C\left(\left(\operatorname{div}\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}\right), \operatorname{div}\left(\boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right)\right)_{0, \Omega}\right. \\
& \quad+\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}, A^{-1}\left(\boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right)\right)_{0, \Omega}+\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}, \operatorname{grad}\left(u_{h}-P_{h} u\right)\right)_{0, \Omega} \\
& \left.\quad+\left(\operatorname{grad}\left(u-P_{h} u\right), \boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right)_{0, \Omega}+\left(A \operatorname{grad}\left(u-P_{h} u\right), \operatorname{grad}\left(u_{h}-P_{h} u\right)\right)_{0, \Omega}\right) \\
& \quad=\sum_{i=1}^{5} I_{i} . \tag{5.5}
\end{align*}
$$

Now, let us bound the terms $\left\{I_{i}\right\}$.
It follows from (4.14) that

$$
\operatorname{div}\left(\boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right) \in \widetilde{V}_{h} .
$$

By (4.16) in Lemma 4.3, we have

$$
\begin{equation*}
I_{1}=\left(\operatorname{div}\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}\right), \operatorname{div}\left(\boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right)\right)_{0, \Omega}=0 . \tag{5.6}
\end{equation*}
$$

For any $K \in \mathcal{T}_{h}$, let $\bar{A}_{K}$ be the average of $A^{-1}$ on the element $K$. Since the coefficients are smooth and $\mathcal{T}_{h}$ is $h^{2}$-uniform

$$
\left|A^{-1}-\bar{A}_{K}\right| \leq C h, \quad \text { on each } K \in \mathcal{T}_{h},
$$

where the constant $C$ is independent of the element $K$, and now from the approximation property (4.4) and Lemma 4.1 we see that

$$
\begin{align*}
I_{2}= & \mid \sum_{K \in \mathcal{T}_{h}}\left[\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma},\left(A^{-1}-\bar{A}_{K}\right)\left(\boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right)\right)_{0, K}\right. \\
& \left.+\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}, \bar{A}_{K}\left(\boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right)\right)_{0, K}\right] \mid \\
\leq & \sum_{K \in \mathcal{T}_{h}}\left[C h\left\|\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}\right\|_{0, K}\left\|\boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right\|_{0, K}\right.  \tag{5.7}\\
& \left.+\left|\bar{A}_{K}\right| \cdot\left|\left(\boldsymbol{\sigma}-\pi_{h} \boldsymbol{\sigma}, \boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right)_{0, K}\right|\right] \\
\leq & C h^{r+2}\|\boldsymbol{\sigma}\|_{r+2, \Omega}\left\|\boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right\|_{0, \Omega} .
\end{align*}
$$

Using Lemma 4.2, we have

$$
\begin{equation*}
I_{3} \leq C h^{r+2}\|\boldsymbol{\sigma}\|_{r+2, \Omega}\left\|u_{h}-P_{h} u\right\|_{1, \Omega} . \tag{5.8}
\end{equation*}
$$

Next, we know from the approximate property of $P_{h}$ that

$$
\begin{align*}
I_{4} & =-\left(u-P_{h} u, \operatorname{div}\left(\boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right)\right)_{0, \Omega} \\
& \leq C\left\|u-P_{h} u\right\|_{0, \Omega}\left\|\boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right\|_{H(\operatorname{div} ; \Omega)}  \tag{5.9}\\
& \leq C h^{k+1}\|u\|_{k+1, \Omega}\left\|\boldsymbol{\sigma}_{h}-\pi_{h} \boldsymbol{\sigma}\right\|_{H(\mathrm{div} ; \Omega)} .
\end{align*}
$$

We can estimate the last term $I_{5}$ by using (5.1)-(5.3)

$$
\begin{align*}
& I_{5}=\left(A \operatorname{grad}\left(S_{h} u-P_{h} u\right), \operatorname{grad}\left(u_{h}-P_{h} u\right)\right)_{0, \Omega} \\
& \leq\|A\|_{0, \infty}\left\|S_{h} u-P_{h} u\right\|_{1, \Omega}\left\|u u_{h}-P_{h} u\right\|_{1, \Omega}  \tag{5.10}\\
& \leq C h^{k+1}\|u\|_{k+2, \Omega}\left\|u_{h}-P_{h} u\right\|_{1 ; \Omega} .
\end{align*}
$$

Therefore, for $k=r+1$, applying (5.6)-(5.10), we obtain the theorem.
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#### Abstract

We report the recent progress in deriving sharp a posteriori error estimates for linear and nonlinear parabolic problems. We show how to use special properties of a linear dual problem in non-divergence form with vanishing diffusion and strong advection to derive $L^{1} L^{1}$ norm estimate for the continuous casting problem. This estimate exhibits a mild explicit dependence on velocity. We next use a direct energy estimate method to develop an efficient and reliable a posteriori error estimator for linear parabolic equations which does not depend on any regularity assumption on the underlying elliptic operator. A convergent adaptive algorithm with variable time-step sizes and space meshes is proposed and studied which, at each time step, delays the mesh coarsening until the final iteration of the adaptive procedure, allowing only mesh and time-step size refinements before. The key ingredient in the convergence analysis is a new coarsening strategy.
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## 1. Introduction

A posteriori error estimates are computable quantities in terms of the discrete solution and data that measure the actual discrete errors without the knowledge of limit solutions. They are essential in designing algorithms for mesh and time-step size modification which equi-distribute the computational effort and optimize the computation. Ever since the pioneering work of Babuška and Rheinboldt [3], the adaptive finite element methods based on a posteriori error estimates have become a central theme in scientific and engineering computations. There are considerable efforts in the literature devoted to the development

[^7]of efficient adaptive algorithms for various linear and nonlinear parabolic partial differential equations. In particular, a posteriori error estimates are derived in Bieterman and Babuška [1], [2] and Moore [14] for one dimensional and in Eriksson and Johnson [12], [13], Verfürth [20] for multi-dimensional linear and mildly nonlinear parabolic problems. Efficient adaptive procedures based on a posteriori error estimates are also developed in Chen and Dai [4], Chen, Nochetto and Schmidt [9], Nochetto, Schmidt and Verdi [16] for solving nonlinear partial differential equations arising from physical and industrial processes.

The continuous casting problem is a convection-dominated nonlinearly degenerate diffusion problem. It is discretized implicitly in time via the method of characteristics, and in space via continuous piecewise linear finite elements. The first objective of this paper is to show how to derive an a posteriori error estimate for the $L^{1} L^{1}$ norm of temperature which exhibits a mild explicit dependence on velocity. The analysis is based on special properties of a linear dual problem in non-divergence form with vanishing diffusion and strong advection.

The main tool in deriving a posteriori error estimates in [4], [9], [12], [13], [16] is the analysis of linear dual problems of the corresponding error equations. The derived a posteriori error estimates, however, depend on the $H^{2}$ regularity assumption on the underlying elliptic operator. The next objective of the paper is to remove such a rather restrictive assumption and derive an a posteriori error estimate which bounds the full energy error of the approximate solution for a linear parabolic problem with discontinuous coefficients. Moreover, a local lower bound is proved for the associated local a posteriori error estimator. The method to prove the upper bound is a direct energy estimate argument which has been used in Chen and Nochetto [8] for elliptic obstacle problem and in Chen, Nochetto and Schmidt [10] for the phase relaxation model, a system of one parabolic equation coupled with one variational inequality. Based on this error estimator, we develop a convergent adaptive algorithm with variable time-step sizes and space meshes which, at each time step, delays the mesh coarsening until the final iteration of the adaptive procedure, allowing only mesh and time-step size refinements before.

## 2. Sharp a Posteriori Error Estimate for the Continuous Casting Problem

### 2.1 The Setting

Let the ingot occupy a cylindrical domain $\Omega$ with large aspect ratio. Let $0<L<+\infty$ be the length of the ingot and $\Gamma \subset \mathbf{R}^{d}$ for $d=1$ or 2 be its (polygonal) cross section. We show $\Omega=\Gamma \times(0, L)$ in Figure 1, and hereafter write $x=(y, z) \in \Omega$ with $y \in \Gamma$ and $0<z<L$.


Figure 1: The domain $\Omega$
We study the following convection-dominated nonlinearly degenerate diffusion problem

$$
\begin{array}{rll}
\partial_{t} u+v(t) \partial_{z} u-\Delta \theta=0 & \text { in } & Q_{T}, \\
\theta=\beta(u) & \text { in } & Q_{T}, \\
\theta=g_{D} & \text { on } & \Gamma_{0} \times(0, T), \\
\partial_{\nu} \theta+p\left(\theta-\theta_{\mathrm{ext}}\right)=0 & \text { on } & \Gamma_{N} \times(0, T), \\
u(x, 0)=u_{0}(x) & \text { in } & \Omega, \tag{2.5}
\end{array}
$$

where $Q_{T}=\Omega \times(0, T)$,

$$
\Gamma_{0}=\Gamma \times\{0\}, \quad \Gamma_{L}=\Gamma \times\{L\}, \quad \Gamma_{N}=\partial \Gamma \times(0, L)
$$

and $\theta+\theta_{c}$ is the absolute temperature, $\theta_{c}$ is the melting temperature, $u$ is the enthalpy, $v(t)>0$ is the extraction velocity of the ingot, $\nu$ is the unit outer normal to $\partial \Omega$, and $\theta_{\text {ext }}$ is the external temperature. The mapping $\beta: \mathbf{R} \rightarrow \mathbf{R}$ is Lipschitz continuous and monotone increasing; since $\beta$ is not strictly increasing, (2.1) is degenerate parabolic. The missing outflow boundary condition on $\Gamma_{L}$ is unclear because the ingot moves at the casting speed and is cut shorter from time to time. It is thus evident that any standard boundary condition could only be an approximation. For simplicity, we impose a Dirichlet outflow condition

$$
\begin{equation*}
\theta=g_{D}<0 \quad \text { on } \quad \Gamma_{L} \times(0, T) \tag{2.6}
\end{equation*}
$$

A Robin type boundary condition on $\Gamma_{L}$ is also possible (see the discussion in [9]). It is convenient to denote by $\Gamma_{D}$ the Dirichlet part of $\partial \Omega$, that is $\Gamma_{0} \cup \Gamma_{L}$.

The importance of simulating and controlling the continuous casting process in the production of steel, copper, and other metals is recognized in industry. The extraction velocity $v(t)$ as well as the cooling conditions on the mold and water spray region are known to be decisive in determining material properties of the ingot. Avoiding excessive thermal stresses and material defects is an essential, and rather empirical, aspect of the continuous casting process.

The system (2.1)-(2.5) is a special case of general Stefan problems with prescribed convection Rulla [18]. An outflow Dirichlet condition together with
an inflow Neumann condition is assumed in [18] to guarantee uniqueness of weak solutions; our more realistic boundary data (2.3) and (2.6) violate this restriction. Under the additional assumption that the free boundary does not touch the inflow boundary $\Gamma_{0}$, uniqueness of weak solutions to (2.1)-(2.5) and (2.6) is shown in Rodrigues and Yi [17].

We now introduce the fully discrete problem, which combines continuous piecewise linear finite elements in space with characteristic finite differences in time. In fact, we use the method of characteristics to discretize the convection. We denote by $\tau_{n}$ the $n$-th time step and set

$$
t^{n}:=\sum_{i=1}^{n} \tau_{i}, \quad \varphi^{n}(\cdot):=\varphi\left(\cdot, t^{n}\right)
$$

for any function $\varphi$ continuous in $\left(t^{n-1}, t^{n}\right]$. Let $N$ be the total number of time steps, that is $t^{N} \geq T$.

Let $\mathbf{V}_{0}=\left\{v \in H^{1}(\Omega): v=0\right.$ on $\left.\Gamma_{D}\right\}$ and $\mathbf{V}^{*}$ the dual space of $\mathbf{V}_{0}$. We denote by $\mathcal{M}^{n}$ a uniformly regular partition of $\Omega$ into simplexes. The mesh $\mathcal{M}^{n}$ is obtained by refinement/coarsening of $\mathcal{M}^{n-1}$, and thus $\mathcal{M}^{n}$ and $\mathcal{M}^{n-1}$ are compatible. Let $\mathbf{V}^{n}$ indicate the usual space of $C^{0}$ piecewise linear finite elements over $\mathcal{M}^{n}$ and $\mathbf{V}_{0}^{n}=\mathbf{V}^{n} \cap \mathbf{V}_{0}$. Let $\left\{x_{k}^{n}\right\}_{k=1}^{K^{n}}$ denote the interior nodes of $\mathcal{M}^{n}$. Let $I^{n}: C(\bar{\Omega}) \rightarrow \mathbf{V}^{n}$ be the usual Lagrange interpolation operator, namely $\left(I^{n} \varphi\right)\left(x_{k}^{n}\right)=\varphi\left(x_{k}^{n}\right)$ for all $1 \leq k \leq K^{n}$. Finally, let the discrete inner products $\langle\cdot, \cdot)^{n}$ and $\langle\langle\cdot, \cdot\rangle\rangle_{E}^{n}$ be the sum over $S \in \mathcal{M}^{n}$ of the element scalar products

$$
\langle\varphi, \chi\rangle_{S}^{n}=\int_{S} I^{n}\langle\varphi \chi) d x, \quad\langle\langle\varphi, \chi\rangle\rangle_{S}^{n}=\int_{S \cap E} I^{n}(\varphi \chi) d \sigma
$$

for any piecewise uniformly continuous functions $\varphi, \chi$. The discrete initial enthalpy $U^{0} \in \mathbf{V}^{0}$ is defined at nodes $x_{k}^{0}$ of $\mathcal{M}^{0}=\mathcal{M}^{1}$ to be

$$
U^{0}\left(x_{k}^{0}\right):=u_{0}\left(x_{k}^{0}\right) \quad \forall x_{k}^{0} \in \Omega \backslash F_{0}, \quad U^{0}\left(x_{k}^{0}\right):=0 \quad \forall x_{k}^{0} \in F_{0}
$$

Hence, $U^{0}$ is easy to evaluate in practice.
Discrete Problem. Given $U^{n-1}, \Theta^{n-1} \in \mathbf{V}^{n-1}$, then $\mathcal{M}^{n-1}$ and $\tau^{n-1}$ are modified as described below to get $\mathcal{M}^{n}$ and $\tau_{n}$ and thereafter $U^{n}, \Theta^{n} \in \mathbf{V}^{n}$ computed according to the following prescription, for any $\varphi \in \mathbf{V}_{0}^{n}$,

$$
\begin{gathered}
\Theta^{n}=I^{n} \beta\left(U^{n}\right), \quad \Theta^{n}-I^{n} g_{D}^{n} \in \mathbf{V}_{0}^{n}, \quad \bar{U}^{n-1}:=U^{n-1}\left(\bar{x}^{n-1}\right) \\
\frac{1}{\tau_{n}}\left\langle U^{n}-I^{n} \bar{U}^{n-1}, \varphi\right\rangle^{n}+\left\langle\nabla \Theta^{n}, \nabla \varphi\right\rangle+\left\langle\left\langle p^{n}\left(\Theta^{n}-\theta_{\mathrm{ext}}^{n}\right), \varphi\right\rangle\right\rangle_{\Gamma_{N}}^{n}=0
\end{gathered}
$$

where $\bar{x}^{n-1}=x-v^{n-1} \tau_{n} e_{z}$.

In view of the constitutive relation $\Theta^{n}=I^{n} \beta\left(U^{n}\right)$ being enforced only at the nodes, and the use of mass lumping, the discrete problem yields a monotone operator in $\mathbf{R}^{K^{n}}$ which is easy to implement and solve by nonlinear SOR [16], for example.

### 2.2 A Posteriori Error Analysis

The a posteriori error analysis depends on the parabolic duality argument which we now discuss. We consider a linear backward parabolic problem in non-divergence form, which can be viewed as the adjoint formal derivative of (2.1). For any $U \in B V\left(0, T ; L^{2}(\Omega)\right)$, we define

$$
b(x, t)= \begin{cases}\frac{\beta(u)-\beta(U)}{u-U} & \text { if } u \neq U  \tag{2.7}\\ \beta_{1} & \text { otherwise }\end{cases}
$$

We assume that $\beta(s)=0$ for $s \in[0, \lambda]$ and $0<\beta_{1} \leq \beta^{\prime}(s) \leq \beta_{2}$ for a.e. $s \in \mathbf{R} \backslash[0, \lambda] ; \lambda>0$ is the latent heat. Thus $0 \leq b(x, t) \leq \beta_{2}$, for a.e. $(x, t) \in Q_{T}$. Let $b_{\delta} \in C^{2}\left(\bar{Q}_{T}\right)$ be a regularization of $b$ satisfying

$$
\begin{equation*}
b_{\delta} \geq \delta>0, \quad 0 \leq b_{\delta}-b \leq \delta \quad \text { a.e. in } Q_{T} \tag{2.8}
\end{equation*}
$$

where $0<\delta \leq 1$ is a parameter to be chosen later. For arbitrary $t_{*} \in(0, T]$ and $\chi \in L^{\infty}\left(Q_{T}\right)$, let $\psi$ be the solution of the following linear backward parabolic problem

$$
\begin{array}{rll}
\partial_{t} \psi+v(t) \partial_{z} \psi+b_{\delta} \Delta \psi=-b^{1 / 2} \chi & \text { in } & \Omega \times\left(0, t_{*}\right) \\
\psi=0 & \text { on } & \Gamma_{D} \times\left(0, t_{*}\right) \\
\partial_{\nu} \psi+p \psi=0 & \text { on } & \Gamma_{N} \times\left(0, t_{*}\right) \\
\psi\left(x, t_{*}\right)=0 & \text { in } & \Omega . \tag{2.12}
\end{array}
$$

We set $Q_{*}=\Omega \times\left(0, t_{*}\right)$. Existence of a unique solution $\psi \in W_{q}^{2,1}\left(Q_{*}\right)$ for any $q \geq 2$ of (2.9)-(2.12) follows from the theory of nonlinear strictly parabolic problems. Note that we impose a Dirichlet outflow boundary condition on $\Gamma_{0}$, which yields a boundary layer for $\psi$.

The key point in deriving sharp a posteriori error estimate now is to derive sharp stability estimates for this dual problem. We start with a simple, but essential, non-degeneracy property first proved in [7, Lemma 3.2].

Lemma 2.1. Let $\xi, \rho \in \mathbf{R}$ satisfy $|\beta(\xi)| \geq \rho>0$. Then we have

$$
|\xi-\eta| \leq\left(\frac{1}{\beta_{1}}+\frac{\lambda}{\rho}\right)|\beta(\xi)-\beta(\eta)|, \quad \forall \eta \in \mathbf{R}
$$

Now we introduce the uniquess condition: $\exists \varepsilon_{0}, \rho_{0}>0$ such that $\theta \geq \rho_{0}$ a.e. in $\Gamma \times\left[0, \varepsilon_{0}\right] \times[0, T]$. Under this condition we know from Lemma 2.1 that there exists $r>0$ depending on $=\rho_{0}$ such that

$$
b(x, t) \geq r \text { in } \Gamma \times\left(\left[0, \varepsilon_{0}\right] \cup\left[L-\varepsilon_{1}, L\right]\right) \times[0, T]
$$

We set $A=\|\chi\|_{L^{\infty}\left(Q_{*}\right)}$ and assume $0<v_{0} V \leq v(t) \leq V$ for $t \in[0, T]$ and $\left|v^{\prime}(t)\right| \leq v_{1} V$ a.e. $t \in[0, T]$, with $v_{0}, v_{1}>0$ constants. We also let $V \geq 1$.
Lemma 2.2. The following a priori bound is valid for all $x \in \bar{\Omega}$ and $0 \leq t \leq$ $t_{*} \leq T$

$$
|\psi(x, t)| \leq \frac{\beta_{2}^{1 / 2} L}{v_{0} V}\|\chi\|_{L^{\infty}\left(Q_{*}\right)}
$$

Proof. We consider the barrier function $\Lambda(z)=\left(\beta_{2}^{1 / 2} A / v_{0} V\right)(L-z)$ for $0 \leq z \leq L$.
Lemma 2.3. There exists $C>0$ independent of $V$ and $t_{*}$ such that for all $0 \leq t_{*} \leq T$

$$
\left|\partial_{\nu} \psi\right| \leq C\|\chi\|_{L^{\infty}\left(Q_{*}\right)} \quad \text { on } \Gamma_{0} \times\left(0, t_{*}\right)
$$

Proof. We consider the barrier function

$$
\sigma(z)=k\left(1-e^{-V z / r}\right)-\left(\frac{\beta_{2}^{1 / 2} A}{v_{0} V}\right) z, 0 \leq z \leq \varepsilon_{0}
$$

with $k=\beta_{2}^{1 / 2} A\left(L+\varepsilon_{0}\right) / v_{0} V\left(1-e^{-V \varepsilon_{0} / r}\right)$.
Based on above two estimates, we can prove the following stability estimates required in our a posteriori error analysis.
Lemma 2.4. There exists $C>0$ independent of $V$ and $t_{*}$ such that for all $0 \leq t_{*} \leq T$

$$
\begin{aligned}
& \max _{0 \leq t \leq t_{*}}\|\nabla \psi(\cdot, t)\|_{L^{2}(\Omega)}^{2}+\int_{0}^{t_{*}} \int_{\Omega} b_{\delta}|\Delta \psi|^{2} d x d t \leq C V t_{*}\|\chi\|_{L^{\infty}\left(Q_{*}\right)}^{2} \\
& \int_{0}^{t_{*}} \int_{\Omega}\left(\left|\partial_{t} \psi+v(t) \partial_{z} \psi\right|^{2}+\delta\left|D^{2} \psi\right|\right) d x d t \leq C V t_{*}\|\chi\|_{L^{\infty}\left(Q_{*}\right)}^{2}
\end{aligned}
$$

With these stability estimates, we can derive the following a posteriori error estimate which depends mildly on the casting velocity $V$.
Theorem 2.1. There exists a constant $C>0$ independent of $V$ and $t^{m}$ such that the following a posteriori error estimate holds for all $t^{m} \in[0, T]$,
$\int_{0}^{t^{m}}\|\beta(u)-\beta(U)\|_{L^{1}(\Omega)} d t \leq C\left(V t^{m}\right)^{1 / 2}\left(\mathcal{E}_{0}+\sum_{i=5}^{10} \mathcal{E}_{i}+\left(\Lambda_{m} \sum_{i=1}^{4} \mathcal{E}_{i}\right)^{1 / 2}\right)$,
where

$$
\Lambda_{m}=\left(\sum_{n=1}^{m} \tau_{n}\left(1+\lambda|\Omega|+\left\|\Theta^{n}\right\|_{L^{2}(\Omega)}^{2}\right)\right)^{1 / 2}
$$

and the error indicators $\mathcal{E}_{i}$ depending only the discrete solutions $U^{n}, \Theta^{n}$ and the known data.

The detailed proof of this theorem as well as extensive numerical experiments can be found in [9].

## 3. Reliable and Efficient a Posteriori Error Estimate for a Linear Parabolic Problem

Let $\Omega$ be a polyhedron domain in $\mathbf{R}^{d}(d=1,2,3), \Gamma=\partial \Omega$ and $T>0$, In this section we consider the following linear parabolic equation:

$$
\begin{align*}
& \frac{\partial u}{\partial t}-(a(x) \nabla u)=f \quad \text { in } \Omega \times(0, T)  \tag{3.1}\\
& u=0 \quad \text { on } \Gamma \times(0, T), \quad u(x, 0)=u_{0}(x) \quad \text { in } \Omega
\end{align*}
$$

where $f \in L^{2}\left(0, T ; L^{2}(\Omega)\right), u_{0} \in L^{2}(\Omega)$ and $a(x)$ is a piecewise constant function. Let $\tau_{n}$ be the n -th time-step size and $t^{n}=\sum_{i=1}^{n} \tau_{i}$. Denote by $\mathcal{M}^{n} \mathrm{a}$ uniformly regular partition of $\Omega$ into simplices such that $a(x)$ is a constant on each element $K \in \mathcal{M}^{n}$. We use refinement/coarsening procedures based on the bisection algorithm, which lead to compatible consecutive meshes whose minimum angles are bounded uniformly away from zero. Let $V^{n}$ indicate the usual space of conforming linear finite elements over $\mathcal{M}^{n}$ and $V_{0}^{n}=V^{n} \cap$ $H_{0}^{1}(\Omega)$. In this section, we consider the following simple fully discrete finite element scheme for solving (3.1): For $n=1,2, \cdots$, find $U_{h}^{n} \in V_{0}^{n}$ such that

$$
\begin{equation*}
\left\langle\frac{U_{h}^{n}-U_{h}^{n-1}}{\tau_{n}}, v\right\rangle+\left\langle a \nabla U_{h}^{n}, \nabla v\right\rangle=\left\langle\bar{f}^{n}, v\right\rangle \quad \forall v \in V_{0}^{n} \tag{3.2}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ stands for the inner product on $L^{2}(\Omega)$, and

$$
\bar{f}^{n}=\frac{1}{\tau_{n}} \int_{t^{n-1}}^{t^{n}} f(x, t) d t
$$

Let $U^{n} \in H_{0}^{1}(\Omega)$ be the solution of the following semi-discrete problem

$$
\begin{equation*}
\left\langle\frac{U^{n}-U^{n-1}}{\tau_{n}}, \varphi\right\rangle+\left\langle a \nabla U^{n}, \nabla \varphi\right\rangle=\left\langle\bar{f}^{n}, \varphi\right\rangle \quad \forall \varphi \in H_{0}^{1}(\Omega) \tag{3.3}
\end{equation*}
$$

We observe that by modifying the time-step size $\tau_{n}$, we are essentially controlling the error between $u^{n}=u\left(x, t^{n}\right)$ and $U^{n}$, not between $u^{n}$ and $U_{h}^{n}$.

Moreover, let $U_{*}^{n} \in H_{0}^{1}(\Omega)$ be the solution of the following auxiliary problem

$$
\begin{equation*}
\left\langle\frac{U_{*}^{n}-U_{h}^{n-1}}{\tau_{n}}, \varphi\right\rangle+\left\langle a \nabla U_{*}^{n}, \nabla \varphi\right\rangle=\left\langle\bar{f}^{n}, \varphi\right\rangle \quad \forall \varphi \in H_{0}^{1}(\Omega) \tag{3.4}
\end{equation*}
$$

then we also observe that for fixed time-step size $\tau_{n}$, by adapting the mesh $\mathcal{M}^{n}$ we are essentially controlling the error between $U_{h}^{n}$ and $U_{*}^{n}$, not between $U_{h}^{n}$ and $U^{n}$ (or the real solution $u$ ). These two observations play an important role in the subsequent analysis to prove the local lower bound for the space a posteriori error estimator and in the development of a convergent refinement/coarsening strategy.

We define the interior residual

$$
R^{n}:=\bar{f}^{n}-\frac{U_{h}^{n}-U_{h}^{n-1}}{\tau_{n}},
$$

along with the jump residual across $e \in \mathcal{B}^{n}$
$J_{e}^{n}:=\llbracket a \nabla U_{h}^{n} \rrbracket_{e} \cdot \nu_{e}=\left(\left.a \nabla U_{h}^{n}\right|_{K_{1}}-\left.a \nabla U_{h}^{n}\right|_{K_{2}}\right) \cdot \nu_{e}, \quad e=\partial K_{1} \cap \partial K_{2}$,
using the convention that the unit normal vector $\nu_{e}$ to $e$ points from $K_{2}$ to $K_{1}$. We observe that integration by parts implies

$$
\left\langle a \nabla U_{h}^{n}, \nabla \varphi\right\rangle=-\sum_{e \in \mathcal{B}^{n}} \int_{e} J_{e}^{n} \varphi d s \quad \forall \varphi \in H_{0}^{1}(\Omega) .
$$

Theorem 3.1 (Chen and Jia [6]). For any integer $1 \leq m \leq N$, there exists a constant $C>0$ depending only on the minimum angle of meshes $\mathcal{M}^{n}, n=$ $1,2, \cdots, m$, and the coefficient $a(x)$ such that the following a posteriori error estimate holds

$$
\begin{aligned}
& \frac{1}{2}\left\|u^{m}-U_{h}^{m}\right\|_{L^{2}(\Omega)}^{2}+\sum_{n=1}^{m} \int_{t^{n-1}}^{t^{n}}\left\|u-U_{h}^{n}\right\|_{\Omega}^{2} d t \\
\leq & \left\|u_{0}-U_{h}^{0}\right\|_{L^{2}(\Omega)}^{2}+\sum_{n=1}^{m} \tau_{n} \eta_{\text {time }}^{n}+C \sum_{n=1}^{m} \tau_{n} \eta_{\mathrm{space}}^{n} \\
+ & 2\left(\sum_{n=1}^{m} \int_{t^{n-1}}^{t^{n}}\left\|f-\bar{f}^{n}\right\|_{L^{2}(\Omega)} d t\right)^{2}
\end{aligned}
$$

where the time error estimator $\eta_{\text {time }}^{n}$ and space error estimator $\eta_{\text {space }}^{n}$ are given by

$$
\eta_{\text {time }}^{n}=\frac{1}{3}\left\|U_{h}^{n}-U_{h}^{n-1}\right\|_{\Omega}^{2}, \quad \eta_{\text {space }}^{n}=\sum_{e \in \mathcal{B}^{n}} \eta_{e}^{n}
$$

with the local error estimator $\eta_{e}^{n}$ defined as

$$
\eta_{e}^{n}=\frac{1}{2} \sum_{K \in \Omega_{e}} h_{K}^{2}\left\|R^{n}\right\|_{L^{2}(K)}^{2}+h_{e}\left\|J_{e}^{n}\right\|_{L^{2}(e)}^{2} .
$$

Here $\Omega_{e}$ is the collection of two elements sharing the common side $e \in \mathcal{B}^{n}$.
Let $P^{n}: L^{2}(\Omega) \rightarrow V_{0}^{n}$ be the $L^{2}$ projection operator. We remark that the coarsening errors involving $U_{h}^{n-1}-P^{n} U_{h}^{n-1}$ which appeared in previous studies [9], [12], [16] are not present in our a posteriori error estimates. They are hidden in the space error term $\left\|h_{n} R^{n}\right\|_{L^{2}(\Omega)}^{2}$ and time error term $\| U_{h}^{n}-$ $U_{h}^{n-1} \|_{\Omega}^{2}$. Here $h_{n}$ is the piecewise constant function which equals to $h_{K}$ on each $K \in \mathcal{M}^{n}$.

Now we consider the following local lower bound of the space error estimator which ensures over-refinement will not occur for the refinement strategy based on our space error estimator. For any $K \in \mathcal{M}^{n}$ and $\varphi \in L^{2}(\Omega)$, we define $P_{K} \varphi=\frac{1}{|K|} \int_{K} \varphi d x$, the average of $\varphi$ over $K$.
Theorem 3.2 (Chen and Jia [6]). Suppose that there exists a constant $\hat{C}>0$ such that $h_{K}^{2} \leq \hat{C} \tau_{n}$ for any $K \in \mathcal{M}^{n}$. Then there exist constants $C_{2}, C_{3}>0$ depending only on $\hat{C}$, the minimum angle of $\mathcal{M}^{n}$ and the coefficient $a(x)$ such that for any $e \in \mathcal{B}^{n}$, the following estimate holds

$$
\begin{aligned}
\eta_{e}^{n} & \leq C_{2} \sum_{K \in \Omega_{e}}\left(\frac{1}{\tau_{n}}\left\|U_{*}^{n}-U_{h}^{n}\right\|_{L^{2}(K)}^{2}+\left\|U_{*}^{n}-U_{h}^{n}\right\|_{K}^{2}\right) \\
& +C_{3} \sum_{K \in \Omega_{e}} h_{K}^{2}\left\|R^{n}-P_{K} R^{n}\right\|_{L^{2}(K)}^{2} .
\end{aligned}
$$

Based on the local error indicators, the usual adaptive algorithm solving the parabolic problem (3.1) at the n-th time step reads as follows

$$
\text { Solve } \rightarrow \text { Estimate } \rightarrow \text { Refine/Coarsen. }
$$

Here the refinement/coarsening procedure includes both the mesh and time-step size modifications. There are several possibilities proposed in the literature on the strategies of the adaptive control of meshes and time-step sizes. We refer to Schmidt and Siebert [19] for a nice review on various adaptive algorithms and their implementation details. In this paper, at each time step $n$, we propose the following algorithm to modify the time-step size $\tau_{n}$ and mesh $\mathcal{M}^{n}$ starting from the initial time-step size $\tau_{n, 0}=\tau_{n-1}$ and initial mesh $\mathcal{M}^{n, 0}=\mathcal{M}^{n-1}$ :

1 Refine the time-step size $\tau_{n .0}$ and the mesh $\mathcal{M}^{n, 0}$ so that for the solution $U_{h}^{n} \in V_{0}^{n}$ of (3.2) on the final mesh $\mathcal{M}^{n}$ with final time-step
size $\tau_{n}$, the associated space and time error estimators are less than the prescribed tolerances respectively;

2 Coarsen the mesh $\mathcal{M}^{n}$ so that for the solution $U_{H}^{n}$ on the coarsened mesh $\mathcal{M}_{H}^{n}$, the associated coarsening error estimator less than some prescribed tolerance;

3 Enlarge the initial time-step size $\tau_{n+1,0}$ for next time step if the current time error estimator is much less than the tolerance.

In [6] we extend the convergence analysis of adaptive finite element methods developed for linear elliptic problems in Dörfler [11] and Morin, Nochetto and Siebert [15] to prove the iteration in Step 1 of above algorithm terminates in finite number of steps. The main difficulty now is the treatment of the so-called data oscillation of the residual $\bar{f}^{n}-\left(U_{h}^{n}-U_{h}^{n-1}\right) / \tau_{n}$ which changes at each refinement procedure.
The choice of the coarsening error estimator and coarsening strategy in Step 2 is a subtle issue. The error incurred due to the over-coarsening can only be reduced by re-refining the coarsened mesh. Thus over-coarsening leads to unnecessary solution of discrete problems, that is usually expensive and undesirable. Our coarsening error indicator is based on a direct control of the error between the coarsened discrete solution and the limit solution $U_{*}^{n}$ of (3.4). More precisely, let $\mathcal{M}_{H}^{n}$ be a coarsening of $\mathcal{M}^{n}$, and $U_{H}^{n}, U_{h}^{n}$ be the corresponding solutions of (3.2) with fixed time-step size $\tau_{n}$. Since $V_{0}^{n, H} \subset$ $V_{0}^{n}$, we deduce by Galerkin orthogonality

$$
\begin{aligned}
& \frac{1}{\tau_{n}}\left\|U_{*}^{n}-U_{H}^{n}\right\|_{L^{2}(\Omega)}^{2}+\left\|U_{*}^{n}-U_{H}^{n}\right\|_{\Omega}^{2} \\
\leq & \frac{1}{\tau_{n}}\left\|U_{*}^{n}-U_{h}^{n}\right\|_{L^{2}(\Omega)}^{2}+\left\|U_{*}^{n}-U_{h}^{n}\right\|_{\Omega}^{2} \\
+ & \frac{1}{\tau_{n}}\left\|U_{h}^{n}-I_{H}^{n} U_{h}^{n}\right\|_{L^{2}(\Omega)}^{2}+\left\|U_{h}^{n}-I_{H}^{n} U_{h}^{n}\right\|_{\Omega}^{2},
\end{aligned}
$$

where $\|\varphi\|_{\Omega}=\langle a \nabla \varphi, \nabla \varphi\rangle^{1 / 2}$ is the energy norm of $\varphi \in H^{1}(\Omega)$, and $I_{H}^{n}$ : $C(\bar{\Omega}) \rightarrow V^{n, H}$ is the usual linear finite element interpolant over $\mathcal{M}_{H}^{n}$. Our coarsening error indicator is then is given by

$$
\eta_{\text {coarse }}^{n}:=\frac{1}{\tau_{n}}\left\|U_{h}^{n}-I_{H}^{n} U_{h}^{n}\right\|_{L^{2}(\Omega)}^{2}+\left\|U_{h}^{n}-I_{H}^{n} U_{h}^{n}\right\|_{\Omega}^{2},
$$

which does not depend on the coarsened solution $U_{H}^{n}$. It is shown in [6] that this direct error control leads to only one coarsening step. The implementation issue of the coarsening startegy is discussed in detail in [6].
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#### Abstract

The theoretical analysis of many recent experimental work on a single component Bose-Einstein condensate has been based on the mean-field Gross-Pitaevskii equations. We discuss a few algorithms for solving the Gross-Pitaevskii equations and we use them to compute the quantized vortices in Bose-Einstein condensate.
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## 1. Introduction

Bose-Einstein condensation was first predicted in 1924 by Bose and Einstein. However, the experimental confirmation of Bose-Einstein condensation in atomic gases was only achieved recently in 1995. It was considered as such an important development that the centennial Nobel Prize for Physics has been awarded to the researchers who created this so-called fifth state of matter in the laboratory, Eric Cornell, Wolfgang Ketterle, and Carl Wieman. These researchers were also cited for their early fundamental studies of the properties of the condensates.

One of the early questions asked of BECs were whether they were superfluids. A particularly interesting signature of superfluids is the ability to support quantized circulation. The existence of quantized vortices in the Bose-Einstein condensate has been well documented, see for instance $[7,8,12,22,25,26$, 34, 31, 32, 38]. The vortex cores in the Bose-Einstein condensate are about
*Rearch supported in part by the state major basic research project G19990128 and a grant from FR-HK joint research scheme.
a thousand times larger than those in the superfluid ${ }^{4} \mathrm{He}$ so that they can be examined more closely: "two of the most interesting things in a vortex's life are its birth and death. Now we can look at both", claimed by E. Cornell. In the last few years, there has been a great surge in the studies of quantized vortices in the Bose-Einstein condensate both experimentally and theoretically.

Theoretical studies of vortices in the BEC experiments have often been made in the framework of the nonlinear Gross-Pitaevskii equation, well known for superfluids, but which provides a very good description of Bose-Einstein condensates: it is assumed that the $N$ particles of the gas are condensed in the same state for which the wave function $\phi$ minimizes the Gross-Pitaevskii energy.

The quantized vortices may be observed in a Bose-Einstein condensate with either optical traps or magnetic traps. For simplicity, we focus on the case of a condensate being placed in a rotating magnetic trap, though much of our discussion can be applied to the case of an optical trap as well. By introducing a rotating frame at the angular velocity $\tilde{\Omega}=\tilde{\Omega} \mathbf{e}_{z}$, the trapping potential becomes time independent, and the wave function $\phi$ minimizes the energy

$$
\begin{align*}
\mathcal{E}_{3 D}(\phi)=\int & \frac{\hbar^{2}}{2 m}|\nabla \phi|^{2}+\frac{m}{2} \sum_{\alpha} \omega_{\alpha}^{2} r_{\alpha}^{2}|\phi|^{2} \\
& +\frac{N}{2} g_{3 D}|\phi|^{4}-\hbar \tilde{\boldsymbol{\Omega}} \cdot(i \phi, \nabla \phi \times \mathbf{x}) \tag{1.1}
\end{align*}
$$

under the constraint

$$
\int|\phi|^{2}=1
$$

Here, for any complex quantities $u, v$ and their complex conjugates $\bar{u}, \bar{v}$, $(u, v)=(u \bar{v}+\bar{u} v) / 2$. The terms in the energy correspond to the kinetic energy, the trapping potential energy, the interaction energy and the inertial due to the change of frame.

In the recent works of [3, 4], a rigorous mathematical framework for the study of the energy $\mathcal{E}_{3 D}$ and its two dimensional version has been established in the Thomas Fermi limit. The asymptotic energy expansion and limiting behavior of its minimizers are characterized. The study was based on the observation that the Gross-Pitaevskii energy has a striking similarity with the high-kappa, high-field limit of the Ginzburg-Landau free energy used in the modeling of superconductors [10, 16, 19].

Another consequence of this close resemblance is the fact that we were able to construct numerical integration codes for the Gross-Pitaevskii equations by modifying an extensive battery of codes developed over the years for the numerical simulation of vortex dynamics in Ginzburg-Landau models [17, 14, 18, 19].

Similar to [3], we introduce the characteristic length $d=\left(\hbar / m \omega_{x}\right)^{1 / 2}$ and re-scale the distance by $R=d / \sqrt{\varepsilon}$ where $\varepsilon^{2}=\hbar^{2} /(2 N g m)$. Define the new
variable $u(\mathbf{r})=R \psi(\mathbf{x})$ where $\mathbf{x}=R \mathbf{r}$. Also let $\omega=\omega_{x}, \omega_{y}=\lambda_{y} \omega, \omega_{z}=\lambda_{z} \omega$ with $0 \leq \lambda_{y}, \lambda_{z} \leq 1$ and set $\Omega=\tilde{\Omega} / \varepsilon \omega$. The nondimensionalized energy can then be rewritten as:
$E_{0}(u)=\int \frac{1}{2}|\nabla u|^{2}+\frac{1}{2 \varepsilon^{2}}\left(x^{2}+\lambda_{y}^{2} y^{2}+\lambda_{z}^{2} z^{2}\right)|u|^{2}+\frac{1}{4 \varepsilon^{2}}|u|^{4}+\boldsymbol{\Omega} \cdot(i u, \nabla u \times \mathbf{r})$.
Due to the constraint that the integral of $|u|^{2}$ must equal to 1 , it is equivalent to minimize

$$
\begin{equation*}
E(u)=\int|\nabla u|^{2}+2 \boldsymbol{\Omega} \cdot(i u, \nabla u \times \mathbf{r})+\frac{1}{2 \varepsilon^{2}}|u|^{4}-\frac{1}{\varepsilon^{2}} a(\mathbf{r})|u|^{2} \tag{1.2}
\end{equation*}
$$

where $a(\mathbf{r})=\alpha-\left(x^{2}+\lambda_{y}^{2} y^{2}+\lambda_{z}^{2} z^{2}\right)$ for some constant $\alpha$ which is chosen so that the integral of $a(\mathbf{r})$ on the ellipsoid $\mathcal{D}=\{a>0\}=\left\{x^{2}+\lambda_{y}^{2} y^{2}+\lambda_{z}^{2} z^{2}<\alpha\right\}$ is equal to 1 .

Corresponding to the physical experiments conducted recently, we may take $\boldsymbol{\Omega}=(0,0, \Omega)^{T}$. The form of the energy (1.0) is close to the Ginzburg-Landau free energy functional for superconductors [17] in the high-kappa, high field limit [10, 16]. Indeed, the energy in (1.2) can be rewritten as

$$
\begin{equation*}
E(u)=\int_{\mathcal{D}}\left\{|(\nabla-i \mathbf{A}) u|^{2}+\frac{1}{2 \varepsilon^{2}}\left(a_{\varepsilon}(\mathbf{r})-|u|^{2}\right)^{2}\right\}+c_{\varepsilon} \tag{1.3}
\end{equation*}
$$

where $a_{\varepsilon}(\mathbf{r})=a(\mathbf{r})-\varepsilon^{2} \Omega^{2} r^{2}, \mathbf{A}$ is a vector potential defined by

$$
\mathbf{A}=\left(\begin{array}{c}
y \\
-x \\
0
\end{array}\right) \Omega
$$

and the constant $c_{\varepsilon}$ is given by

$$
c_{\varepsilon}=\int_{\mathcal{D}}\left\{\frac{1}{2 \varepsilon^{2}}\left(a^{2}(\mathbf{r})-a_{\varepsilon}^{2}(\mathbf{r})\right)\right\}
$$

The vector $\mathbf{A}$ may be viewed as a given magnetic vector potential so that the magnetic field plays the role of the angular velocity of the rotation since curl $\mathbf{A}=2 \Omega$. The trapping potential in the BEC may be linked to the inhomogeneities modelled in the Ginzburg-Landau model to study the pinning mechanism [19].

The unique feature of the Gross-Pitaevskii model is the addition of the constraint on the $L^{2}$ norm of $u$, which would eliminate the trivial state $u=0$ from consideration. This complication has been worked around in the theoretical analysis developed by [3, 4] in the Thomas-Fermi limit, largely due to the fact that

$$
\int_{\mathcal{D}} a(\mathbf{r}) d \mathbf{r}=1
$$

An interesting signature of the BEC that has attracted a lot of attentions is the nucleation of vortices at high angular velocity. The energy minimizers and critical velocities of vortex nucleation have been studied analytically in [3, 4] in the Thomas-Fermi limit $\varepsilon \rightarrow 0$. The main ingredient of the analysis lies in the decoupling of the energy into three sources: a part coming from the state without vortices, another part from contribution of individual vortices and an additional part produced due to the rotation. In many of the experiments, $\varepsilon$ ranges in $10^{-3} \sim 10^{-2}$. We have carried out numerical simulations that produced detailed bifurcation diagrams which confirmed the theoretical analysis for $\varepsilon$ in these ranges.

We now present a number of numerical algorithms that are useful in the study of energy minimizers of the Gross-Pitaevskii energy as well as their dynamical properties.

## 2. The model equations

We begin by describe the differential equations associated with the minimizers of the Gross-Pitaevskii energy as well as the time-dependent G-P equations.

### 2.1 The steady state equation

The minimizers of the G-P energy satisfies the equation:

$$
\begin{equation*}
-(\nabla-i \mathbf{A})^{2} u+\frac{1}{\varepsilon^{2}}|u|^{2} u-\frac{a_{\varepsilon}(\mathbf{r})}{\varepsilon^{2}} u=\mu_{\varepsilon}(u) u \text { in } \mathcal{D} \tag{2.1}
\end{equation*}
$$

where $\mu_{\varepsilon}(u)$ is a constant multiplier corresponding to the constraint

$$
\int_{\mathcal{D}}|u|^{2}=1
$$

One may impose the boundary condition $u=0$ since no particle is allowed to go outside the trap. One may also elect to apply a natural variational boundary condition that will alter very little the behavior of the solution if the computation domain is chosen to be slightly larger than $\mathcal{D}$.

### 2.2 The time-dependent Gross-Pitaevskii equation

The dynamics of the BEC may be modelled by the time-dependent G-P equation:

$$
\begin{equation*}
i \frac{\partial u}{\partial t}-(\nabla-i \mathbf{A})^{2} u+\frac{1}{\varepsilon^{2}}|u|^{2} u-\frac{a_{\varepsilon}(\mathbf{r})}{\varepsilon^{2}} u=0 \tag{2.2}
\end{equation*}
$$

in $\mathcal{D}$ with initial condition $u(\mathbf{r}, 0)=u_{0}(\mathbf{r})$ in $\mathcal{D}$ and boundary condition $u=0$ or $(\nabla-i \mathbf{A}) u \cdot n=0$ on $\partial \mathcal{D}$. The constraint $\int_{\mathcal{D}}|u|^{2}=1$ is automatically preserved at all time and the energy remains constant as well.

### 2.3 Evolution in the imaginary time

To numerically compute the minimizers of (1.2), we consider the timedependent equation in the imaginary time:

$$
\begin{equation*}
\frac{\partial u}{\partial t}-(\nabla-i \mathbf{A})^{2} u+\frac{1}{\varepsilon^{2}}|u|^{2} u-\frac{a_{\varepsilon}(\mathbf{r})}{\varepsilon^{2}} u=\mu_{\varepsilon}(u) u \tag{2.3}
\end{equation*}
$$

in $\mathcal{D}$ with initial condition $u(\mathbf{r}, 0)=u_{0}(\mathbf{r})$ in $\mathcal{D}$ and boundary condition $u=$ 0 on $\partial \mathcal{D}$. $\mu_{\varepsilon}(u)$ again denotes the Lagrange multiplier. If $u_{0}$ satisfies the constraint $\left\|u_{0}\right\|=1$, then we may determine $\mu_{\varepsilon}(u)$ by

$$
\mu_{\varepsilon}(u)=\int_{\mathcal{D}}\left\{|(\nabla-i \mathbf{A}) u|^{2}+\frac{1}{\varepsilon^{2}}|u|^{4}-\frac{a_{\varepsilon}(\mathbf{r})}{\varepsilon^{2}}|u|^{2}\right\} d \mathcal{D}
$$

In [3], discussion on the existence and uniqueness of the weak solution has been given. The long time asymptotic behavior may also be examined using techniques similar to that in [30].

### 2.4 The Thomas-Fermi regime

In the experimental setting, $\varepsilon$ often takes small value, thus, analytical studies of solutions of the Gross-Pitaeskii equation may be made in the $\varepsilon \rightarrow 0$ limit, that is, in the so-called Thomas-Fermi regime.

As an illustration, for the two dimensional version of the energy, a renormalized energy has been derived in [3] based on the asymptotic behavior as $\varepsilon \rightarrow 0$. It was shown that the energetically favorable locations of the vortices $\left\{\left(x_{i}, y_{i}\right)\right\}$ of a $n$-vortex minimizer of the energy is determined by minimizing

$$
\sum_{i \neq j} \ln \left(\left|x_{i}-x_{j}\right|^{2}+\frac{\left|y_{i}-y_{j}\right|^{2}}{\lambda^{2}}\right)-\alpha \sum_{i}\left(x_{i}^{2}+y_{i}^{2}\right)
$$

where $\alpha$ is a given positive constant and $\lambda$ is the aspect ratio of two dimensional harmonic magnetic trap.

Away from the Thomas-Fermi regime, most of the existing studies rely on some results of numerical simulations. It is thus of great interests to discuss various types of numerical schemes applicable to the solution of the GrossPitaevskii equations.

## 3. Numerical schemes

There are various ways to solve the time-dependent Gross-Pitaevskii equations, see for example [8] or [22]. Here, we outline several possible numerical schemes.

To solve the steady state equation and to integrate the time dependent equation in imaginary time, we take the advantage of the similarity with the solution
of the high-kappa high-field time-dependent Ginzburg-Landau equations [16], and adapt a code developed in $[16,17,18,19]$. For integration in real time, the Hamiltonian structure of the G-P equation can be utilized.

### 3.1 Spatial discretization

For spatial discretization, there are several possibilities, including finite element approximation [17, 19], gauge invariant difference approximation [15] and finite volume approximations [20]. For instance, for the gauge invariant difference approximation, let $h$ be the spatial mesh size, $j, k$ be the grid indices in the $x-y$ plane, one may introduce the link variables $\Phi_{j+1 / 2, k}=$ $\exp \left(-i \mathbf{A}_{j+1 / 2, k}^{1} h\right), \Phi_{j, k+1 / 2}=\exp \left(-i \mathbf{A}_{j+1 / 2, k}^{2} h\right)$. Then, we may use the approximation

$$
\begin{gathered}
(\nabla-i \mathbf{A})^{2} u_{j k l} \approx \bar{\Phi}_{j-1 / 2, j} \frac{u_{(j-1) k l}-u_{j k l}}{h^{2}}+\Phi_{j+1 / 2, k} \frac{u_{(j+1) k l}-u_{j k l}}{h^{2}} \\
\quad+\bar{\Phi}_{j, k-1 / 2} \frac{u_{j(k-1) l}-u_{j k l}}{h^{2}}+\Phi_{j+1 / 2, k} \frac{u_{j(k+1) l}-u_{j k l}}{h^{2}} \\
\quad+\frac{u_{j k(l+1)}+u_{j k(l-1)}-2 u_{j k l}}{h^{2}} .
\end{gathered}
$$

Such a spatial difference scheme conveniently preserves the symmetry of the resulting discrete operator. Based on this, one may easily get a semi-discrete in space scheme for both the steady state and the time-dependent G-P equation.

For unstructured triangular grids, a finite volume method can be obtained as a generalization of the above technique [20].

### 3.2 Solving the equation in imaginary time

For time-discretization, it is important to get asymptotically stable schemes for large time which in general requiring the use of implicit schemes with no limitations on the time step size.

Let $\left\{u_{n}\right\}$ be approximate solutions of $\left\{u\left(t_{n}\right)\right\}$ at discrete time $\left\{t_{n}\right\}$ with time-step $\Delta t_{n}=t_{n}-t_{n-1}$. In [3], two time-discretization schemes have been introduced:

A first order backward-Euler in time discretization:. Given $u_{n-1}$, we solve for $u^{*}$ :

$$
\begin{align*}
& \frac{u^{*}-u_{n-1}}{\Delta t_{n}}-(\nabla-i \mathbf{A})^{2} u^{*}-\mu\left(u_{n-1}\right) u^{*} \\
& \quad+\frac{1}{\varepsilon^{2}}\left|u^{*}\right|^{2} u^{*}-\frac{1}{\varepsilon^{2}} a_{\varepsilon} u^{*}=0 \tag{3.1}
\end{align*}
$$

Then, we apply the projection $u_{n}=u^{*} /\left\|u^{*}\right\|$. Both the backward Euler step and the projection step give only first order in time accuracy.

A norm-preserving, energy-decreasing second order scheme. For any $u$, $v$, let $f(u, v)=\left(|u|^{2}+|v|^{2}\right)(u+v) / 2$. Given $u_{n-1}$, we first solve for $u^{*}$ :

$$
\begin{align*}
& \frac{2\left(u^{*}-u_{n-1}\right)}{\Delta t_{n}}-(\nabla-i \mathbf{A})^{2} u^{*}-\nu\left(u^{*}\right) u^{*} \\
& +\frac{1}{\varepsilon^{2}} f\left(2 u^{*}-u_{n-1}, u_{n-1}\right)-\frac{1}{\varepsilon^{2}} a_{\varepsilon} u^{*}=0 \tag{3.2}
\end{align*}
$$

where $\nu\left(u^{*}\right)$ is given by

$$
\begin{aligned}
& \nu\left(u^{*}\right) \int_{\mathcal{D}}\left|u^{*}\right|^{2}=\int_{\mathcal{D}}\left\{\left|(\nabla-i \mathbf{A}) u^{*}\right|^{2}\right\} \\
& \quad+\int\left\{\frac{1}{\varepsilon^{2}} f\left(2 u^{*}-u_{n-1}, u_{n-1}\right) \bar{u}^{*}-\frac{a_{\varepsilon}}{\varepsilon^{2}}\left|u^{*}\right|^{2}\right\}
\end{aligned}
$$

Then, $u_{n}=2 u^{*}-u_{n-1}$.
During the discrete time evolution, the energy decreases while the norm is preserved. This discrete scheme is the second order in time and unconditionally stable. It captures some essential features of the continuous dynamic system, making it suitable for long time integration and for studies of meta-stabilities of the solutions.

### 3.3 Solving the equation in real time

When one is interested in the dynamics of vortices in real time, the timedependent Gross-Pitaevskii equation needs to be solved efficiently and accurately in time. We now present two general approaches: one that uses timesplitting (operator splitting) techniques and one that preserves certain intrinsic properties of the equation.

### 3.4 Time-splitting scheme

Similar to the study on many evolutionary equations that include the time dependent Schrodinger equations, one can adopt a time or operator-splitting scheme that has been discussed by many authors [29]:

Given $u_{n-1}$, one may proceed by alternating solve the following subproblems:

1. For each position $\mathbf{r}$, solve the ODE:

$$
i u_{t}=\left(a_{\varepsilon}(\mathbf{r})-|u|^{2}\right) u
$$

2. For each $(x, y)$, solve the linear equation in time and $z$ :

$$
i u_{t}=\partial_{z z} u \quad \text { in } \quad\left[t, t+\lambda_{2}\right] .
$$

3. For each $z$, solve the linear equation in time and $x, y$ :

$$
i u_{t}=(\nabla-i \mathbf{A})^{2} u, \quad \text { in } \quad\left[t, t+\lambda_{3}\right]
$$

Here, $\lambda_{i}$ 's may be viewed as fractional time-steps. The three subproblems may be solved alternatingly and repeatedly.

Note that an explicit solution of the ODE systems in the step 1 is given by

$$
u\left(\mathbf{r}, t+\lambda_{1}\right)=u(\mathbf{r}, t) \exp \left(i \lambda_{1}\left(|u(\mathbf{r}, t)|^{2}-a_{\varepsilon}(\mathbf{r})\right) / \varepsilon^{2}\right)
$$

Steps 2 and 3 can be further discretized using an Euler or other time integration schemes to preserve some properties of the original equation and to ensure better stability. For instance, a Crank-Nicolson scheme for steps 2 and 3 would preserve the $L^{2}$ norm of the solution which is a property enjoyed by the timedependent G-P equation.

The differential operators involved in those two steps commute with each other, a key property to allow construction of high order approximation schemes. Due to the linearity of the problems involved in those two steps, fast solvers may be applied. We refer to [5, 28, 36] for further discussions on the operator splitting strategies as well as applications to time-dependent Schrodinger equations.

### 3.5 Symplectic and multi-symplectic scheme

The time-dependent Gross-Pitaevskii equation is a Hamiltonian system which enjoys both the symplectic and multi-symplectic properties. Thus, it is desirable to use discrete schemes that preserve the symplectic [11] and multi-symplectic structures [6, 11, 33].

Symplectic integrator. : one may use a standard practice to rewrite the time-dependent G-P equation as a Hamiltonian system. Let $u=p+i q$ where $p, q$ are the real and imaginary part of $u$, and let $E(p, q)$ denote $E(u)$ as in the equation (1.2), then we have

$$
\frac{d}{d t}\binom{p}{q}=J\binom{\partial / \partial p}{\partial / \partial q} E(p, q) \quad \text { where } \quad J=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

For $Z_{t}=J \nabla_{Z} E(Z)$, the following second order symplectic schemes may be applied [11]:

$$
Z_{n}-Z_{n-1}=\Delta t J \nabla_{Z} E\left(\frac{Z_{n}+Z_{n-1}}{2}\right)
$$

and a fourth order R-K symplectic integrator is given by

$$
\begin{aligned}
& K_{1}=Z_{n-1}+\frac{\Delta t}{12} J\left(3 \nabla_{Z} E\left(K_{1}\right)+(3-2 \sqrt{3}) E\left(K_{2}\right)\right) \\
& K_{2}=Z_{n-1}+\frac{\Delta t}{12} J\left((3+2 \sqrt{3}) \nabla_{Z} E\left(K_{1}\right)+3 E\left(K_{2}\right)\right)
\end{aligned}
$$

with

$$
Z_{n}-Z_{n-1}=\frac{\Delta t}{2} J\left(\nabla_{Z} E\left(K_{1}\right)+\nabla_{Z} E\left(K_{2}\right)\right)
$$

Multi-symplectic integrator. : More recently, multi-symplectic schemes for integrating Hamiltonian systems of nonlinear PDEs have received much attention $[6,11,33]$. The time-dependent G-P equation also possesses a multisymplectic structure, namely, let $Z=(p, q, \mathbf{v}, \mathbf{w})$ with $\mathbf{v}=\nabla p-\mathbf{A} q, \mathbf{w}=$ $\nabla q+\mathbf{A} p)$, and

$$
\left.S(Z)=\frac{1}{2}\left(|\mathbf{v}|^{2}+|\mathbf{w}|^{2}\right)+\mathbf{A} \cdot \mathbf{v} q-\mathbf{A} \cdot \mathbf{w} p+\frac{1}{4}\left(a(\mathbf{r})-|p|^{2}-|q|^{2}\right)^{2}\right) .
$$

then, the G-P equation can be rewritten as a multi-symplectic Hamiltonian system:

$$
\begin{equation*}
M \frac{\partial}{\partial t} Z+K_{1} \frac{\partial}{\partial x} Z+K_{2} \frac{\partial}{\partial y} Z+K_{3} \frac{\partial}{\partial z} Z=\nabla_{Z} S(Z) \tag{3.3}
\end{equation*}
$$

where $\nabla_{Z} S(Z)$ denotes the gradient of the function $S=S(Z)$ with respect to the variable $Z$ and

$$
\begin{gathered}
M=\left(\begin{array}{ccccccc}
J & \mathbf{O} \\
\mathbf{O} & \mathbf{O} \\
6 \times 6
\end{array}\right), \\
K_{1}=\left(\begin{array}{cccccccc}
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right), \\
K_{2}=\left(\begin{array}{cccccccc}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
\end{gathered}
$$

and

$$
K_{3}=\left(\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

The system (3.3) has a multi-symplectic conservation law:

$$
\frac{\partial}{\partial t}(-d p \wedge d q)+\nabla \cdot(d p \wedge d \mathbf{v}+d q \wedge d \mathbf{w})=0
$$

as well as the local energy conservation law:

$$
\frac{\partial}{\partial t}\left[S-\frac{1}{2}\left(Z K_{1} Z_{x}+Z K_{2} Z_{y}+Z K_{3} Z_{z}\right)\right]+\nabla \cdot Z\left(\sum_{j=1}^{3} K_{j}\right) Z_{t}=0
$$

Giving a uniform Cartesian grid, let $Z_{c}$ denote the center average of the $Z$ on the eight vertices, $Z_{f x+}$ and $Z_{f x-}$ be the averages of $Z$ on the four vertices in each face in the $x$-direction. $Z_{f y \pm}$ and $Z_{f z \pm}$ follow similar convention. Let $Z^{n+1 / 2}$ be the averages of $Z^{n}$ and $Z^{n+1}$ at two consecutive time steps. Then based on the approach used in [27], the following difference scheme preserves the multi-symplectic property in the discrete sense:

$$
\begin{aligned}
& M \frac{Z_{c}^{n+1}-Z_{c}^{n}}{\Delta t}+K_{1} \frac{Z_{f x+}^{n+1 / 2}-Z_{f x-}^{n+1 / 2}}{\Delta x}+K_{2} \frac{Z_{f y+}^{n+1 / 2}-Z_{f y-}^{n+1 / 2}}{\Delta y} \\
& \quad+K_{3} \frac{Z_{f z+}^{n+1 / 2}-Z_{f z-}^{n+1 / 2}}{\Delta y}=\nabla_{Z} S\left(Z_{c}^{n+1 / 2}\right)
\end{aligned}
$$

Developing efficient iterative schemes for the solution of the above difference approximation will be an immediate need to make the multi-symplectic integrator effective for multi-dimensional PDEs. For instance, it has been suggested in [11,27] that if the nonlinear terms on the right hand side is completely lagged behind, the resulting linear systems at each iteration would share the same coefficient matrix for all iteration and all time steps. The coefficient matrix is sparse, but not symmetric. Direct calculation of the inverse has been used in problems with only one spatial dimension, though in higher dimensional case, memory requirement will constrain such a strategy. Still, an efficient fast solver may be feasible in higher space dimensions.

One may similarly develop spectral or pseudospectral spatial discretization in settings where a periodic boundary condition is applicable.

### 3.6 Some numerical examples

The recent experimental works have produced vortices ranging from a few to a few hundred. In figure 1, a two-dimensional simulation of a minimizer of the G-P energy was given along with an experimental picture produced by the MIT group (http://cua.mit.edu/ketterle group/home.htm). Here, $\varepsilon=10^{-2}$ and we have used a symmetric trap, i.e., a trap with $\lambda_{y}=1$, the angular velocity


Figure 1. Vortex solutions. Top: contour plots of $|u|$ at $\Omega=155$. Bottom: MIT experments
was taken to be $\Omega=150$. The initial condition is given to be a vortex free state which exhibits a parabolic profile.

Other numerical solutions including those for anisotropic traps have been reported in [3]. One of the important issues remain to be studied further is related
to spontaneous nucleation of the vortices and the dynamic and thermodynamic stability of the vortex solution. This can be facilitated by rigorous mathematical analysis as well as extensive numerical simulations.

## 4. Conclusion

We have presented some numerical integration schemes for the solution of the Gross-Pitaevskii equations. They are applicable to various forms of the equations, thus allow us to numerical investigate many model equations closely related to physical experiments that are currently underway. The numerical simulations will be conducted in cooperation with physicists so to gain further insight on the properties of the Bose-Einstein condensate. We expect to report more of our findings in future publications.

One naturally looks beyond the recent exciting scientific understanding of the Bose-Einstein to seek for technological application. We end the paper by quoting the press release of the Royal Swedish Academy of Sciences: "It is interesting to speculate on areas for the application of BEC. The new control of matter which this technology involves is going to bring revolutionary applications in such fields as precision measurement and nanotechnology". No doubt that numerical simulation will be becoming a useful tool in the future development.
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#### Abstract

The aim of this paper is to present an efficient optimization algorithm for solving the meteorological data assimilation problem. In our study this inverse problem is formulated as a constrained optimization problem. An accurate model for the problem involves the Navier-Stokes equations and in certain cases the Euler equations. In order to understand diverse intricate aspects of the problem we have focused on the Euler case and formulated three model problems which aim at tackling some of the basic difficulties faced in the real problem. We study the effect of dissipation in finite difference schemes on the identifiability in the problem. Basically, dissipation will result in bad estimation far from the measurement locations due to loss of information as the waves propagate. We demonstrate results for several cases, including the advection equation and a wave equation. For this purpose we use different measurement types in terms of the location of the measurements, the amount and noise level of the data.
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## 1. The Data Assimilation Problem

The meteorological data assimilation problem can be defined as the problem to represent the current state of the atmosphere as accurate as possible, based on incomplete and noisy measurements in the past. For details we refer to
the literature, e.g. [1]. We formulate this inverse problem as a constrained optimization problem:

In $q$ measuring points $\mathbf{x}_{j} \in \mathbb{R}^{2}$ measurements $d\left(\mathbf{x}_{j}, t\right)$ are given. The timedependent function $U(\mathbf{x}, t)$ is assumed to satisfy the initial value problem

$$
\begin{align*}
U_{t}(\mathbf{x}, t) & =L U(\mathbf{x}, t)  \tag{1}\\
U(\mathbf{x}, 0) & =\alpha(\mathbf{x}),
\end{align*}
$$

where $L$ is a differential operator. In real applications, $L$ is the Navier-Stokes or the Euler operator. The initial value $\alpha$ is not known and has to be determined from measurements of the solution $U(x, t)$, at different locations during some time interval. Let the measuring point be $\mathbf{x}_{j} \in \mathbb{R}^{2}, j=1, \ldots, q$, where the value of $U$ is given by the measurements $d\left(x_{j}, t\right)$, which are noisy in practice. This has to be addressed by any algorithm for the problem.

The unknown $\alpha$ is determined by solving the following minimization problem

$$
\begin{equation*}
\min _{\alpha} \int_{0}^{T} \sum_{j=1}^{q}\left\|U\left(\mathbf{x}_{j}, t\right)-d\left(\mathbf{x}_{j}, t\right)\right\|^{2} d t \tag{2}
\end{equation*}
$$

where $U$ is the solution of the initial value problem (1). We may refer to $\alpha$ as the design variable.

## 2. The Model problems

We restrict our study to issues related to the Euler equation. The main feature as far as the optimization concerns with respect to the PDE is the wave propagation. The Euler equations involve the propagation of waves in the direction of the streamlines (Fig. 1) as well as pressure waves propagating in all directions (in subsonic flow)(Fig. 2).


Figure 1.


Figure 2.

To understand the effect of each type of wave propagation on the identifiability of $\alpha$ we have defined a sequence of model problems such that each type of wave can be analyzed independently: model problem A for wave types shown in Fig. 1, model problem B for those of Fig. 2, and model problem C, being the linearized shallow water equations. Problem C combines the difficulties of the other two.

Let $\Omega=[0,1]^{2}$, and consider the following model problems:
A Advection equation:

$$
\begin{aligned}
u_{t}+a u_{x}(\mathbf{x}, t) x+b u_{y}(\mathbf{x}, t) & =0 \\
u(\mathbf{x}, 0) & =\alpha(\mathbf{x})
\end{aligned}
$$

B System of wave equations:

$$
\binom{u}{v}_{t}+\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)\binom{u}{v}_{x}+\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\binom{u}{v}_{y}=0
$$

with initial conditions

$$
\begin{aligned}
& u(\mathbf{x}, 0)=\alpha_{1}(\mathbf{x}) \\
& v(\mathbf{x}, 0)=\alpha_{2}(\mathbf{x})
\end{aligned}
$$

## C Linearized Shallow Water Equations see [4].

We assume periodic boundary conditions in all cases. Each of these models focuses on an aspect of the full meteorological data assimilation problem. In this paper all the analysis and numerical simulations were performed for problem A, due to space limitation.

### 2.1 Data distribution

A crucial issue in the data assimilation problem is the distribution of measurement data. In practice, the measurements are given only in some regions, with noise, and maybe not for the complete time interval. This affects the ability to identify the unknown function $\alpha$. We have experimented with different spatial arrangements for the measurements data. See Fig. 3(a)- 3(e).

## 3. Analysis of the continuous problem

### 3.1 Problem A, the advection equation

The quality of the optimization result is closely related to the given measurements. So, it is important to analyze the relation between the initial value of the PDE and the given measurements. Especially, it is interesting to understand how much data are necessary to reconstruct the initial value within a given error.

The solution of the advection equation is $g(x-a t)$, for initial condition $\alpha(x)=g(x)$. Let $f(t)=g\left(x_{0}-a t\right)$, where $x_{0}$ is a point where the measurements are taken. From the relation of $f$ and $g$ it is clear that for given $f$ we can find $g$. That is, the inverse problem subject to problem A is well posed.


Figure 3. Different data distributions: 3(a) and 3(b)) localized data in parts of the domain, 3(c)- 3(e) decaying amount of data

However, since most schemes involve dissipation it is useful to modify problem A slightly to understand the effect of dissipation. Thus we consider,

$$
\begin{align*}
u_{t}+a u_{x} & =\varepsilon u_{x x}  \tag{3}\\
u(x, 0) & =\alpha(x)
\end{align*}
$$

and study the identifiability of $\alpha$ as a function of $\varepsilon$. Considering the specific optimization problem (2) subject to equation (3) leads to the study of the mapping,

$$
\begin{equation*}
\mathcal{T}: \alpha(x) \mapsto u(0, t) \tag{4}
\end{equation*}
$$

which contains information about the relation between the initial condition and the given measurements, here localized at $x=0$. This mapping is of importance, because it is closely related to the Hessian $\mathcal{H}$ of the optimization problem through the relation $\mathcal{H}=\mathcal{T}^{*} \mathcal{T}$. For more details, we refer to [2].

### 3.2 Wave-Packet Analysis of $\mathcal{T}$

A proper analysis of the operator $\mathcal{T}$ requires microlocal considerations. That is, simultaneously localizing in the real space and in the frequency space. The usual Fourier analysis is insufficient here.

We consider the initial value to be in the shape of a wave packet and look at problem (3). This means that $u(x, t)$ is localized in space, say around $-x_{0}$, and $\hat{u}(\kappa, 0)$ is localized around $\kappa=\kappa_{0}$, where we have used $\hat{u}$ to denote the Fourier transform of $u$,

$$
\begin{equation*}
u(x, t)=\int_{-\infty}^{\infty} \hat{u}(\kappa, t) e^{i \kappa x} d \kappa \tag{5}
\end{equation*}
$$

Then we obtain

$$
\begin{aligned}
u(x, 0) & =\int_{-\infty}^{\infty} \hat{u}(\kappa, 0) e^{i \kappa x} d \kappa=e^{i \kappa_{0} x} \int_{-\infty}^{\infty} \hat{u}(\kappa, 0) e^{i\left(\kappa-\kappa_{0}\right) x} d \kappa \\
& =e^{i \kappa_{0} x} g\left(x+x_{0}\right)
\end{aligned}
$$

where $g$ is centered at 0 with $\operatorname{supp}(g) \subset(-\delta, \delta)$. In addition we assume that the measurements are taken at $x=0$, hence $x_{0}$ measures the distance to the measurements.

We solve (3) using the Fourier transform,

$$
\begin{equation*}
\hat{u}_{t}+a(i \kappa) \hat{u}=-\varepsilon \kappa^{2} \hat{u} \quad \Longrightarrow \hat{u}(\kappa, t)=\hat{u}(\kappa, 0) e^{-i a \kappa t} e^{-\varepsilon \kappa^{2} t} \tag{6}
\end{equation*}
$$

Then, equation (5) and (6) lead to

$$
\begin{aligned}
u(x, t) & =\int_{-\infty}^{\infty} \hat{u}(\kappa, 0) e^{-\varepsilon \kappa^{2} t} e^{-i a \kappa t} e^{i \kappa x} d \kappa \\
& \approx e^{-\varepsilon \kappa_{0}^{2} t} e^{i \kappa_{0} x} e^{-i \kappa_{0} a t} \int_{-\infty}^{\infty} \hat{u}(\kappa, 0) e^{i\left(\kappa-\kappa_{0}\right)(x-a t)} d \kappa \\
& =e^{-\varepsilon \kappa_{0}^{2} t} e^{i \kappa_{0}(x-a t)} g\left(x+x_{0}-a t\right)
\end{aligned}
$$

For $x=0$, it follows that

$$
\begin{align*}
u(0, t) & \approx e^{-\varepsilon \kappa_{0}^{2} t} e^{-i \kappa_{0} a t} \int_{-\infty}^{\infty} \hat{u}(\kappa, 0) e^{i\left(\kappa-\kappa_{0}\right)(-a t)} d \kappa \\
& \approx e^{-\varepsilon \kappa_{0}^{2} x_{0} / a} e^{-i \kappa_{0} a t} g\left(x_{0}-a t\right) \tag{7}
\end{align*}
$$

In analogy to the previous example, we use $x_{0} / a=t$, because $g$ is localized at 0 . The norm of $u(0, t)$ depends on $\kappa_{0}$ and $x_{0} / a$. We can have a $O(1)$ signal in $\alpha(x)=u(x, 0)$ but from this last formula we see that for large $x_{0}$, which means
for far away signals, the norm of $u(0, t)$ is exponentially small. The result of this analysis is that $\mathcal{T}: u(x, 0) \mapsto u(0, t)$ has the following properties:

$$
\begin{aligned}
\text { frequency: } \kappa_{0} & \mapsto-a \kappa_{0} \\
\text { center :- } & \mapsto \frac{x_{0}}{a} \\
\text { amplitude: } A & \mapsto e^{-\varepsilon \kappa_{0}^{2} \frac{x_{0}}{a}} A, \\
\text { dilation }: 2 \delta & \mapsto \frac{2 \delta}{a} .
\end{aligned}
$$

The consequence is, that the Hessian matrix of the related optimization problem (3) has a very small eigenvalue, which means that (3) gets ill-posed.

## 4. The Discrete Problem

We know from the previous section that the PDE behaves well for $\varepsilon=0$. But even if the continuous problem is well-posed we may get into troubles after discretizing the equations. Therefore it is important to analyze and understand the effect of a discretization scheme on the optimization process, because the performance of the optimization algorithm will depend on it.

### 4.1 The Discretization schemes

We use the following discretization schemes for the state and costate equations of the optimization problem:

Lax-Friedrichs $(2 D) \quad \frac{U^{n+1}-\bar{U}^{n}}{d t}=L_{h} U^{n}$

$$
\begin{equation*}
\bar{U}^{n}=\frac{1}{4}\left(U_{i, j+1}^{n}+U_{i-1, j}^{n}+U_{i, j-1}^{n}+U_{i+1, j}^{n}\right) \tag{8}
\end{equation*}
$$

Lax-Wendroff

Runge-Kutta

$$
\begin{align*}
& \frac{U^{n+1}-U^{n}}{d t}=L_{h} U^{n}+\frac{d t}{2} L_{h}^{2} U^{n}  \tag{9}\\
& U^{n+1}= {\left[I+d t L_{h}+\frac{1}{2}\left(d t L_{h}\right)^{2}\right.}  \tag{10}\\
&\left.+\frac{1}{6}\left(d t L_{h}\right)^{3}+\frac{1}{24}\left(d t L_{h}\right)^{4}\right] U^{n}
\end{align*}
$$

$L$ is the differential operator. We use a central discretization scheme in space for the corresponding discrete differential operator $L_{h}$, see [4].

### 4.2 Wave-Packet Analysis of $\mathcal{T}_{\boldsymbol{h}}$

Now, we analyze what happens to the mapping $\mathcal{T}: \alpha(x) \mapsto u(0, t)$ in different numerical schemes to understand the effect of the discretization on
the optimization process. We especially pay attention to properties like speed of the waves, frequency of the oscillations and decay of the waves in time.
We consider the one-dimensional version of problem A. The Fourier transform of a discrete function $u(x, t)$ can be written as

$$
\begin{equation*}
u(x, t)=u(j h, t)=\int_{-\pi}^{\pi} \hat{u}(\theta, t) e^{i \theta j} d \theta=\int_{-\pi}^{\pi} \hat{u}(\theta, t) e^{i \theta x / h} d \theta \tag{11}
\end{equation*}
$$

Spatial discretization is given by

$$
\left(L_{h} u\right)(x, t)=u_{t}+a \frac{u(x+h, t)-u(x-h, t)}{2 h}=0
$$

where $h$ is the grid size in space. The symbol of this discrete operator is $\hat{L}_{h}(\theta)=i a \sin (\theta) / h$. We now analyze the different schemes:

Lax-Friedrichs scheme. Let $k$ denote the step size in time. The Fourier representation of (8) is:

$$
\begin{align*}
\hat{u}(\theta, t+k) & =\left[\cos \theta-i\left(\frac{a \sin \theta}{h}\right) k\right] \hat{u}(\theta, t) \\
\hat{u}(\theta, t) & =\left[\cos \theta-i\left(\frac{a \sin \theta}{h}\right) k\right]^{t / k} \hat{u}(\theta, 0) \tag{12}
\end{align*}
$$

We denote the norm of $\left(\cos \theta-\frac{i(a \sin \theta) k}{h}\right)$ by $\rho(\theta)$ and its complex angle by $\Theta(\theta)$. For simplicity, we write $\rho\left(\theta_{0}\right)$ and $\Theta\left(\theta_{0}\right)$ respectively as $\rho_{0}$ and $\Theta_{0}$. It is easy to see that $\Theta^{\prime}(\theta)=-\frac{a}{\rho^{2}}(k / h)$. Therefore, $\Theta(\theta) \approx \Theta_{0}-\frac{a}{\rho_{0}^{2}}(k / h)\left(\theta-\theta_{0}\right)$. This leads to the following representation,

$$
\begin{align*}
u(x, t) & =\int_{-\pi}^{\pi} \hat{u}(\theta, t) e^{i \theta x / h} d \theta=\int_{-\pi}^{\pi} \hat{u}(\theta, 0) \rho^{t / k} e^{i \Theta(t / k)} e^{i \theta x / h} d \theta \\
& \approx \rho_{0}^{t / k} e^{i \frac{\Theta_{0}}{k} t} e^{i \theta_{0}(x / h)} \int \hat{u}(\theta, 0) e^{i\left(x-\frac{a}{\rho_{0}^{2}} t\right) / h\left(\theta-\theta_{0}\right)} d \theta \\
u(0, t) & =\rho_{0}^{t / k} e^{i \frac{\Theta_{0}}{k} t} \int \hat{u}(\theta, 0) e^{-i\left(\frac{a}{\left.\rho_{0}^{2}\right)} \frac{t}{h}\left(\theta-\theta_{0}\right)\right.} d \theta \tag{13}
\end{align*}
$$

We can observe from (13) that:

- The frequency in the measurements is given by $\Theta_{0} / k$.
- $\left(\rho_{0}^{t / k}\right)$ measures the dissipation of the discretization scheme. We can see already from (12) that $\rho^{t / k}=\left\|\cos \theta-i \frac{a \sin \theta k}{h}\right\|^{t / k}$ represents the decay of the wave after $t$ time steps.
- $\rho_{0}^{1 / k}$ corresponds to $e^{-\varepsilon \kappa_{0}^{2}}$ in equation (7) of section 3.1.

In analogy with the continuous case, we can observe also here from (13), that for far away signals the related optimization problem becomes ill-posed.

Lax-Wendroff. As the Fourier representation of (9) is

$$
\hat{u}(\theta, t)=\left[1+(a k / h)^{2}(\cos \theta-1)-i(a k / h) \sin \theta\right]^{t / k} \hat{u}(0, \theta) .
$$

we define analogously to the previous discretization, $\rho(\theta)$ and $\Theta(\theta)$ respectively as the norm and the angle of $\left(1+\left(\frac{a k}{h}\right)^{2}(\cos \theta-1)-i\left(\frac{a k}{h}\right) \sin \theta\right)$, and use $\rho_{0}$ and $\Theta_{0}$ to denote $\rho\left(\theta_{0}\right)$ and $\Theta\left(\theta_{0}\right)$. We find, that

$$
\Theta(\theta)=\Theta_{0}-\frac{\cos \theta_{0}-\left(\frac{a k}{h}\right)^{2}\left(\cos \theta_{0}-1\right)}{\rho_{0}^{2}}\left(\frac{a k}{h}\right)\left(\theta-\theta_{0}\right)
$$

With $\beta_{0}:=\cos \theta_{0}-\left(\frac{a k}{h}\right)^{2}\left(\cos \theta_{0}-1\right)$, we obtain

$$
\begin{aligned}
u(x, t) & =\int_{-\pi}^{\pi} \hat{u}(\theta, t) e^{i \theta x / h} d \theta \\
& \approx \rho_{0}^{t / k} e^{i \Theta_{0}(t / k)} e^{i \theta_{0}(x / h)} \int \hat{u}(0, \theta) e^{i\left(x-\frac{\beta_{0} a}{\rho_{0}^{2}} t\right)\left(\theta-\theta_{0}\right) / h} d \theta .
\end{aligned}
$$

and

$$
\begin{equation*}
u(0, t)=\rho_{0}^{t / k} e^{i \frac{\Theta_{0}}{k} t} \int \hat{u}(0, \theta) e^{-i\left(a \beta_{0} / \rho_{0}^{2}\right) \frac{t}{h}\left(\theta-\theta_{0}\right)} d \theta \tag{14}
\end{equation*}
$$

From representation (14), we can draw the following conclusions.

- The speed of the wave is $a \beta_{0} / \rho_{0}^{2}$
- The frequency of the oscillation in measurements is $\Theta_{0} / k$.
- The decay of the wave is given by $\rho^{t / k}$

Also here it is clear that signals that arrive from a long distance, are damped so much that their identification in $\alpha$ becomes ill-posed. As expected, the discretizations have different effects on the optimization, because of their different properties. With respect to the dissipation, the Lax-Friedrichs scheme is worse than the Lax-Wendroff discretization. The latter appears to be a good candidate for the optimization. Looking at the speed of the wave, we observe that problems with high frequencies may occur using the Lax-Wendroff scheme. Low frequencies can be handled very well.

## 5. The algorithm

The algorithm for solving the constrained optimization problem is based on a Quasi-Newton method, [3, 5]. For the calculation of the gradient we use the adjoint algorithm, and for the update of the Hessian, denoted by $\mathcal{H}$, the BFGS (Broyden, Fletcher, Goldfarb, Shanno) updating formula [5]. This leads to the following Algorithm:

- given initial value
- calculate the gradient
- search direction $\xi=-$ grad
- Initial Hessian $\mathcal{H}=I$
- DO
- line search
* perturb initial condition $\alpha$ in (1)
* calculate perturbed gradient
* calculate step size $\delta$
* update alpha
- calculate new gradient
- stopping criterion
- update the Hessian
- update the search direction $\xi=\xi-\mathcal{H} \cdot \operatorname{grad}$


## ENDO

## 6. Condition number of the numerical Hessian matrix

The condition number of a Hessian matrix $\mathcal{H}_{h}$, defined as the quotient of the largest and smallest eigenvalue of the matrix

$$
\operatorname{Cond}\left(\mathcal{H}_{h}\right)=\lambda_{\max } / \lambda_{\min }
$$

can be used for the classification of the mathematical model: If $\operatorname{Cond}(\mathcal{H})_{h}$ is small, we will deal with an easy problem, if it is large the problem is difficult and requires many optimization iterations.
If the quotient $\lambda_{\max } / \lambda_{\min }$ grows further, the problem gets ill-posed. We will perform some numerical tests, using the Lax-Wendroff discretization and calculate $\operatorname{Cond}\left(\mathcal{H}_{h}\right)$ of the numerical Hessian matrix. We analyze $\operatorname{Cond}\left(\mathcal{H}_{h}\right)$ as a function of the amount of measurements, and as a function of the number of the design variables for a fixed number of given data. For problem A, we observe that:

- for a fixed number of design variables, $\operatorname{Cond}\left(\mathcal{H}_{h}\right)$ grows for fewer and fewer measurements and the problem gets ill-posed (Table 1),
- for a fixed grid size and a fixed amount of measurements, $\operatorname{Cond}\left(\mathcal{H}_{h}\right)$ grows if we have more and more design variables. The problem also gets ill-posed in this case (Table 2).

Table 1. $\operatorname{Cond}\left(\mathcal{H}_{h}\right)$ for a fixed number of design variables ( $\frac{n-1}{2}$ ) on a $n \times n$ grid and a decaying amount of given data

| data distribution | $n=17$ | $\operatorname{Cond}\left(\mathcal{H}_{h}\right)$ <br> $n=33$ | $n=65$ |
| :--- | :---: | :---: | :---: |
| total domain | 2 | 2 | 2 |
| half domain | 7 | 14 | 125 |
| quarter domain | 33 | 315 | $\infty$ |
| 4 lines | 33 | 1578 | $\infty$ |
| 3 lines | 93 | $\infty$ | $\infty$ |

Table 2. $\quad \operatorname{Cond}\left(\mathcal{H}_{h}\right)$ for measurements on three vertical lines of grid points on a $n \times n$ grid and a growing number of design variables

| \#design variables | $n=17$ | $\operatorname{Cond}\left(\mathcal{H}_{h}\right)$ <br> $n=33$ | $n=65$ |
| :---: | :---: | :---: | :---: |
| 3 | 12 | 15 | 20 |
| 4 | 13 | 39 | 22 |
| 5 | 16 | 17 | 23 |
| 6 | 23 | 41 | 22 |
| 7 | 44 | 44 | 64 |
| 8 | - | 50 | 30 |
| 16 | - | - | 77 |

Comparing the results for $\operatorname{Cond}\left(\mathcal{H}_{h}\right)$ with the number of optimization cycles needed to solve the optimization problem, we see that they show the same behaviour. The problem is said to be solved, if the error in the design variable $\alpha(\mathbf{x})$ is less than $10^{-6}$. For the cases where we could not solve the optimization problem, we set $\operatorname{Cond}\left(\mathcal{H}_{h}\right)=\infty$ in the Tables. If $\operatorname{Cond}\left(\mathcal{H}_{h}\right)$ is reasonably small, we are able to find the correct solution within an acceptable number of optimization cycles. Table 3 shows the number of optimization iterations needed. It can be compared to Table 1.

## 7. Summary of the results

On the PDE level we can solve the advection equation (problem A) exactly. On the differential level the optimization based on the advection equation seems to be a well-posed problem therefore. However, the discrete problem becomes ill-posed for far away signals. Based on Fourier analysis we prefer the LaxWendroff discretization in the numerical experiments presented here. We will analyze other numerical schemes in the future. The condition number of the

Table 3. Number of optimization cycles on a $n \times n$ grid for $\left(\frac{n-1}{2}\right)$ design variables and a decaying amount of given data

|  |  | optimization cycles <br> $n=33$ |  |
| :--- | :---: | :---: | :---: |
| data distribution | $n=17$ | $n=65$ |  |
| total domain | 15 | 17 | 19 |
| half domain | 28 | 39 | 88 |
| quarter domain | 53 | - | - |
| 3 lines | 93 | - | - |

numerical Hessian shows that for a fixed grid size the problem gets ill-posed for fewer and fewer measurements and for the number of design variables increasing. This fits to the numerical results. The results for only a few measurements may be also influenced by the distance of the signal and not just by their amount. For a very small amount of measurements (3 lines close to each other, near the boundary), we can solve the optimization problem related to the advection equation up to $n / 4$ design variables, where $n \times n$ is the size of the grid,

- on a $17 \times 17$ grid up to 7 design variables in 44 optimization cycles,
- on a $33 \times 33$ grid up to 8 design variables in 50 cycles
- on a $65 \times 65$ grid up to 16 design variables in 77 cycles.

With measurements at every grid point we can solve the optimization problem with respect to the advection equation for the maximum number of design variables in 17 cycles for small, medium-sized and large grids. The condition number of the numerical Hessian $\operatorname{Cond}\left(\mathcal{H}_{h}\right)=2$ in these cases. The quality (noise) of the measurements may influence the degree of difficulty of the problem (well- or ill-posed).
All observations lead to the conclusion, that far away from given measurements we do not have a good identifiability and we should use there a coarse grid representation of the design variable $\alpha$. This has not been tested.
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#### Abstract

The Yang-Mills equation have played a fundamental role in our study of physics and geometry and topology in last few decades. Its regularity theory is crucial to our understanding and mathematical applications of its solutions. In this note, we briefly discuss some analytic aspects and recent progress on the Yang-Mills equation in an Euclidean space.

In the following, unless specified, we assume for simplicity that $M$ is an open subset in $\mathbb{R}^{n}$ with the euclidean metric. Let $\mathbf{G}$ be a compact subgroup in $\mathbf{S O}(r)$ and $\mathbf{g}$ be its Lie algebra. Then $\mathbf{g}$ is a collection of $r \times r$ matrices closed under the standard Lie bracket. But we should emphasis that all our discussions here are valid for any differential manifold with a Riemannian metric and any compact Lie group $G$.

Our discussions in this note are for elliptic Yang-Mill equation. Many results here can be extended to the Yang-Mills-Higgs equation. One can also study the theory of the Yang-Mills equation on Lorentzian manifolds. The resulting equation is of weakly hyperbolic type and is very hard to study.


## 1. Yang-Mills Fields

First we recall that a connection on $M$ with values in g is of the form

$$
\begin{equation*}
A=A_{i} d x_{i}, \quad A_{i} \in \mathbf{g} \tag{1.1}
\end{equation*}
$$

where $x_{1}, \cdots, x_{n}$ are euclidean coordinates of $\mathbb{R}^{n}$ and $A_{i}$ are matrices in $\mathbf{g}$. Its curvature can be computed as follows:

$$
\begin{equation*}
F_{A}=d A+A \wedge A=F_{i j} d x_{i} \wedge d x_{j} \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{i j}=\frac{1}{2}\left(\partial_{i} A_{j}-\partial_{j} A_{i}+\left[A_{i}, A_{j}\right]\right), \tag{1.3}
\end{equation*}
$$

where $\partial_{i}$ denotes the $i$-th partial derivative and $[A, B]=A B-B A$ is the Lie bracket of g .

[^8]The Yang-Mills functional is defined on the space of fields and given by

$$
\begin{equation*}
\mathcal{Y}(A)=\frac{1}{4 \pi^{2}} \int_{M}\left|F_{A}\right|^{2} d V_{g} \tag{1.4}
\end{equation*}
$$

where $\left|F_{A}\right|^{2}=-\sum_{i, j} \operatorname{tr}\left(F_{i j} F_{i j}\right)$. The Yang-Mills equation is simply its EulerLagrange equation

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\partial_{i} F_{i j}-\left[F_{i j}, A_{i}\right]\right)=0, \quad \forall j . \tag{1.5}
\end{equation*}
$$

If we denote by $D_{A}$ the differential operator $d B-[B, A]$ and $D_{A}^{*}$ be its adjoint, then (1.5) can be written simply as $D_{A}^{*} F_{A}=0$. On the other hand, being the curvature of a field, $A$ automatically satisfies the second Bianchi identity $D_{A} F_{A}=0$, that is

$$
\begin{equation*}
\partial_{k} F_{i j}+\partial_{i} F_{j k}+\partial_{j} F_{k i}=\left[A_{k}, F_{i j}\right]+\left[A_{i}, F_{j k}\right]+\left[A_{j}, F_{k i}\right], \quad \forall i, j, k . \tag{1.6}
\end{equation*}
$$

We will call $A$ a Yang-Mills field ${ }^{1}$ if it satisfies (1.5).
The gauge group $\mathcal{G}$ consists of all smooth maps form $M$ into $\mathbf{G} \subset \mathbf{S O}(r)$. It acts on the space of fields by assigning $A$ to $\sigma(A)=\sigma A \sigma^{-1}-\sigma d \sigma^{-1}$ for each $\sigma \in \mathcal{G}$. Clearly, the Yang-Mills functional is invariant under the action of $\mathcal{G}$, so does the Yang-Mills equation. In particular, it implies that the Yang-Mills equation is not elliptic.

The simplest Yang-Mills fields are provided by harmonic one forms: If $G=U(1)$, then $\mathbf{g}=i \mathbb{R}$ and $A$ is simply an one-form and the Yang-Mills equation is $d^{*} d A=0$, the gauge transformation is given by $\sigma=e^{i a} \mapsto A+i d a$. It follows that modulo gauge transformations, Yang-Mills $U(1)$-fields are in one-to-one correspondence with harmonic one forms.

## 2. Anti-Self-Dual Solutions

We will briefly describe a few special Yang-Mills fields.
Let $\Omega$ be a closed differential form on $M$ of degree $n-4$. Let us introduce $\Omega$-anti-self-dual instantons, or simply, asd fields if no possible confusion may occur. Recall that the Hodge operator $*$ on differential forms is defined by

$$
\begin{equation*}
*\left(d x_{\sigma(1)} \wedge \cdots \wedge d x_{\sigma(l)}\right)=\operatorname{sign}(\sigma) d x_{\sigma(l+1)} \wedge \cdots \wedge d x_{\sigma(n)}, l=1, \cdots, n, \tag{2.1}
\end{equation*}
$$

where $\sigma$ is any permutation of $\{1, \cdots, n\}$. We say that a field $A$ is an $\Omega$-anti-self-dual instanton if its curvature $F_{A}=\sum F_{i j} d x_{i} \wedge d x_{j}$ satisfies

$$
\begin{equation*}
*\left(F_{A} \wedge \Omega\right)=-F_{A}, \tag{2.2}
\end{equation*}
$$

or equivalently

$$
\sum_{i, j} F_{i j} d x_{i} \wedge d x_{j} \wedge \Omega=-\sum_{i, j} F_{i j} *\left(d x_{i} \wedge d x_{j}\right)
$$

If $A$ is $\Omega$-anti-self-dual and $D_{A}$ denotes its associated covariant derivative, then $D_{A} F_{A}=-D_{A}\left(\Omega \wedge F_{A}\right)=0$, so $A$ is a Yang-Mills field. Clearly, the anti-self-duality is invariant under gauge transformations. So anti-self-dual instantons provide a special class of Yang-Mills solutions. One can show that these solutions are minima of the Yang-Mills functional among fields with certain topological constraints.
If $n=4$, we may simply take $\Omega=1$ and then the anti-self-dual equation becomes

$$
\begin{equation*}
F_{12}=-F_{34}, F_{13}=-F_{42}, F_{14}=-F_{23} . \tag{2.3}
\end{equation*}
$$

If $M \subset \mathbb{R}^{2 m}$ and $\Omega=\omega^{m-2}$, where $\omega$ is the standard symplectic form

$$
\sum_{i=1}^{m} d x_{i} \wedge d x_{i+m}
$$

Then $\Omega$-anti-self-dual instantons are simply Hermitian-Yang-Mills connections (cf. [Ti]), which were studied extensively in the geometry of holomorphic vector bundles. Other examples of $\Omega$-anti-self-dual instantons include complex anti-self-dual instantons of Donaldson-Thomas (cf. [Ti]).

## 3. Coulomb Gauge

A gauge transformation is a measurable map $\sigma: M \rightarrow G$. This group acts on fields by the formula

$$
\begin{equation*}
\sigma(A):=\sigma \cdot A \cdot \sigma^{-1}-d \sigma \cdot \sigma^{-1} . \tag{3.1}
\end{equation*}
$$

We call $A$ and $\sigma(A)$ gauge equivalent. Observe that

$$
\begin{equation*}
F(\sigma(A))=\sigma \cdot F(A) \cdot \sigma^{-1} . \tag{3.2}
\end{equation*}
$$

Definition 3.1. A field $A$ is said to be in a Coulomb gauge on $M$ if it satisfies the condition $d_{*} A=0$ on the interior of $M$, and $A \cdot \nu=0$ on the boundary $\partial M$, where $\nu$ is a unit normal of $\partial M$.

The Yang-Mills equation is not elliptic because of gauge transformations. However, it is elliptic modulo gauge transformations. To see it, we assume that $A=\sum_{i} A_{i} d x_{i}$ is in a Coulomb gauge, then $\sum_{i} \partial_{i} A_{i}=0$, and the Yang-Mills equation reads

$$
\sum_{i=1}^{n}\left(\partial_{i}^{2} A_{j}-\left[2 \partial_{i} A_{j}-\partial_{j} A_{i}, A_{i}\right]-\left[\left[A_{i}, A_{j}\right], A_{i}\right]\right)=0, \quad \forall j .
$$

Given any smooth field $A$, locally, there is always a Coulomb gauge $\sigma$, that is

$$
\begin{equation*}
\sum_{i=1}^{n} \partial_{i}\left(\sigma A_{i} \sigma^{-1}\right)+\left(\partial_{i} \sigma\right) \sigma^{-1}=0 \tag{3.3}
\end{equation*}
$$

Its local solvability is obvious. The reason for constructing Coulomb gauges is: if $A$ is in a Coulomb gauge, we expect $A$ to have one more derivative of regularity than $F(A)$. The question then arises: given an arbitrary field $A$, under what conditions can we find a gauge equivalent Coulomb gauge $A_{\text {coulomb }}$ which has a one more derivative of regularity than $F(A)$ ?

The following was proved in [Uh2].
Theorem 3.1. Let $A=A_{i} d x_{i}$ be any field with $A_{i} \in L^{p}\left(B_{1}(p), \mathbf{g}\right)$ for some $p \geq n / 2$, where $B_{1}(p)$ is a unit ball in $\mathbb{R}^{n}$. Then there exists $\epsilon(n)>0$ and $c(n)>0$ such that if $\left\|F_{A}\right\|_{n / 2} \leq \epsilon(n)$, where $\|\cdot\|_{q}$ denotes the $L^{q}$-norm in $B_{1}(p)$, then there is a Coulomb gauge $\sigma$ satisfying (3.3) and $\|\sigma(A)\|_{p} \leq$ $c(n)\left\|F_{A}\right\|_{p}$.

In four dimensions this assumption is perfect for applications to equations such as the Yang-Mills equations, however it is a bit too strong in higher dimensions to study such questions as the dimension of singularities of Yang-Mills fields. In [TT], Tao and I used the Morrey space $M_{2}^{n / 2}$, which is larger than $L^{n / 2}$. Let us recall some results from [TT]:

Definition 3.2. If $M$ is a domain and $1 \leq q \leq p$, we define the Morrey spaces $M_{q}^{p}(\Omega)$ to be those locally $L^{q}$ functions (possibly vector-valued) whose norm

$$
\|f\|_{M_{q}^{p}}:=\sup _{x_{0} \in \mathfrak{R}^{n} ; 0<r \leq 1} r^{n\left(\frac{1}{p}-\frac{1}{q}\right)}\left(\int_{B\left(x_{0}, r\right) \cap \Omega}|f|^{q}\right)^{1 / q}
$$

is finite. Here and in the sequel $B(x, r)$ denotes the open ball in $\mathfrak{R}^{n}$ with center $x$ and radius $r$.

We also define Morrey-Sobolev spaces $M_{q, k}^{p}$ for integers $k \geq 0$ by the formula

$$
\|f\|_{M_{q, k}^{p}(\Omega)}:=\sum_{j=0}^{k}\left\|\nabla^{j} f\right\|_{M_{q}^{p}(\Omega)}
$$

The norm $M_{2}^{n / 2}$ arises very naturally in Price's monotonicity formula for the curvature of Yang-Mills fields (cf. Section 4). The norm $M_{q}^{p}$ has the scaling of $L^{p}$, but the functions are only $L^{q}$ integrable. From Hölder's inequality we see that all $L^{p}$ functions are in $M_{q}^{p}$, but not conversely. Note that the $M_{q}^{p}$ norm depends only on the magnitude of $f$. Also, we have

$$
\begin{equation*}
\|F(\sigma(A))\|_{M_{q}^{p}}=\|F(A)\|_{M_{q}^{p}} \tag{3.4}
\end{equation*}
$$

The space $M_{2}^{n / 2}$ is the space which we shall be placing our curvatures. Using the heuristic that a field requires one more derivative than the curvature, and a gauge transform requires two more derivatives, we thus hope to place fields and gauge transforms in $M_{2,1}^{n / 2}$ and $M_{2,2}^{n / 2}$ respectively.

For any $\epsilon>0$, let $\mathfrak{U}_{\epsilon}(M)$ denote the set of all smooth fields on $M$ which satisfy the bound

$$
\begin{equation*}
\|F(A)\|_{M_{2}^{n / 2}(\Omega)} \leq \epsilon \tag{3.5}
\end{equation*}
$$

We observe that this space is invariant under gauge transformations.
We now show that Coulomb gauges can be prescribed on the unit cube $[0,1]^{n}$ as long as the field is smooth and $M_{2}^{n / 2}$ norm of the curvature is sufficiently small. Here is a result of [TT].

Theorem 3.2. If $0<\epsilon \ll 1$ is sufficiently small, then every field A in $\mathfrak{U}_{\epsilon}\left([0,1]^{n}\right)$ is gauge equivalent to a Coulomb gauge $A_{\text {coulomb }}$ which obeys the bound

$$
\begin{equation*}
\left\|A_{\text {coulomb }}\right\|_{M_{2,1}^{n / 2}\left([0,1]^{n}\right)} \leq C\|F(A)\|_{M_{2}^{n / 2}\left([0,1]^{n}\right)} \tag{3.6}
\end{equation*}
$$

A similar result was proved by Meyer and Rivirie. In [TT], we apply this theorem to constructing Coulomb gauges even for nonsmooth fields. For example, let $M=[0,1]^{n}$ and $S$ be a closed subset stratified by submanifolds of dimension no more than $n-4$, if $A$ is any field on $M \backslash S$ with $\|F(A)\|_{M_{2}^{n / 2}(\Omega)}$ sufficiently small, then there is a Coulomb gauge $A_{\text {coulomb }}$ of $A$ on $M \backslash S$. It is also true for any closed subset $S$ of Hausdorff dimension no more than $n-4$ and with local simply-connectedness property in a suitable sense (cf. [TT]).

## 4. Monotonicity and Curvature Estimates

Given any vector field $X$ on $M$ with compact support, we can integrate it to get an one-parameter group of diffeomorphisms $\phi_{t}: M \mapsto M$. Put $A_{t}=\phi_{t}^{*}(A)$. Then $A_{0}=A$ and $A_{t}$ coincides with $A$ near the boundary of $M$. If $A$ is a smooth Yang-Mills field, differentiating $\mathcal{Y}\left(A_{t}\right)$ on $t$ at $t=0$, one can derive as Price did in [Pr]

$$
\begin{equation*}
\int_{M}\left(\left|F_{A}\right|^{2} \operatorname{div} X-4 \sum_{i, j=1}^{n} F_{i j} F_{k j} \partial_{i} X^{k}\right) d V=0 \tag{4.1}
\end{equation*}
$$

where $X=X^{k} \partial_{k}$. This is very important even though it is nothing but the first variation of $\mathcal{Y}$ along $X$. Let us derive some of its consequences. Let $p \in M$ such that the ball $B_{\rho_{0}}(p)$ with radius $\rho_{0}$ and center $p$ is contained inside $M$. Then taking $X$ to be $\xi(r) r \partial_{r}$, where $r$ is the distance from $p$ and $\xi$ is a cut-off function in $B_{\rho_{0}}(p)$, we can get the monotonicity formula of Price.

Theorem 4.1. ([Pr]) Let A be any Yang-Mills field on M. Then for any $0 \leq$ $\sigma \leq \tau \leq \rho_{0}$, we have

$$
\begin{align*}
& \tau^{4-n} \int_{B_{\tau}(p)}\left|F_{A}\right|^{2} d V-\sigma^{4-n} \int_{B_{\sigma}(p)}\left|F_{A}\right|^{2} d V \\
= & 4 \int_{B_{\tau}(p) \backslash B_{\sigma}(p)} r^{4-n} \sum_{i}\left|F_{A}\left(\partial_{r}, \partial_{i}\right)\right|^{2} d V \tag{4.2}
\end{align*}
$$

In particular, $\rho^{4-n} \int_{B_{\rho}(p)}\left|F_{A}\right|^{2} d V$ is nondecreasing with $\rho$.
An application of this monotonicity is the following curvature estimate which was proved by K. Uhlenbeck and Nakajima ([Na]).

Theorem 4.2. Let A be any Yang-Mills field on $U$. Then there are $\epsilon=\epsilon(n)>0$ and $C=C(n)>0$, such that for any $B_{\rho}(p) \subset M$, we have

$$
\begin{equation*}
\left|F_{A}\right|(p) \leq \frac{C}{\rho^{2}}\left(\rho^{4-n} \int_{B_{\rho}(p)}\left|F_{A}\right|^{2} d V\right)^{\frac{1}{2}} \tag{4.3}
\end{equation*}
$$

whenever $\rho^{4-n} \int_{B_{\rho}(p)}\left|F_{A}\right|^{2} d V \leq \varepsilon$.
We can associate a measure $\mu_{A}$ to each field $A$ as follows: For any continuous function $f$ with compact support, we define

$$
\begin{equation*}
\int_{M} f \mu_{A}=\int_{M} f\left|F_{A}\right|^{2} d V \tag{4.4}
\end{equation*}
$$

We can simply write $\mu_{A}=\left|F_{A}\right|^{2} d V$. By the monotonicity, we have is a nondecreasing function $\rho^{4-n} \mu_{A}\left(B_{\rho}(p)\right)$.

Now we let $\left\{A_{i}\right\}$ be a sequence of Yang-Mills fields such that for each compact subset $K \subset M, \mu_{i}(K)$ are uniformly bounded, where $\mu_{i}$ is the measure associated to $A_{i}$. Then a subsequence $\left\{\mu_{a}\right\}$ of $\left\{\mu_{i}\right\}$ converges weakly to a measure $\mu$. Because of the monotonicity for $\mu_{i}$, one can easily show that $\rho^{4-n} \mu\left(B_{\rho}(p)\right)$ is an nondecreasing function for each $p \in M$. Define the density function of $\mu$ by

$$
\begin{equation*}
\Theta_{\mu}(p)=\lim _{\rho \rightarrow 0} \rho^{4-n} \mu\left(B_{\rho}(p)\right) \tag{4.5}
\end{equation*}
$$

Because of the monotonicity for $\mu$, this density $\Theta_{\mu}$ is well-defined, nonnegative and upper-semi-continuous. It follows that the support $S$ of $\Theta_{\mu}$ is a locally closed subset of $M$ such that the Hausdorff measure $\mathcal{H}^{n-4}(S \cap K)$ is finite for any compact subset $K$. Furthermore, it follows from Theorem 4.2 that $\Theta_{\mu}(p) \geq \epsilon$ for any $p \in S$ and the curvature of $A_{a}$ is uniformly bounded on any
compact subset in $M \backslash S$. Then, using Theorem 4.2, one can show the following theorem which is due to Uhlenbeck.

Theorem 4.3. Let $A_{a}, \mu_{a}, \mu$ and $S$ be as above. Then there are gauge transformations $\sigma_{a}$ such that by taking a subsequence if necessary, $\sigma_{a}\left(A_{a}\right)$ converges smoothly to a Yang-Mills field $A$ defined on $M \backslash S$. Moreover, $\mu_{A} \leq \mu$.

By an admissible Yang-Mills field, we mean a smooth Yang-Mills field $A$ defined outside a locally closed subset $S(A)$ in $M$, such that $\mathcal{H}^{n-4}(S(A) \cap$ $K)<\infty$ and $\mu_{A}(K)<\infty$ for any compact subset $K \subset M$. Clearly, the limiting field in Theorem 4.3 is admissible. In fact, Following Uhlenbeck, one can easily extend Theorem 4.3 to any sequence of admissible Yang-Mills fields. We will assume that $S(A)$ is the singular set of an admissible Yang-Mills field $A$. If $S(A)=\emptyset$, then $A$ is smooth.

## 5. Structure of Blow-up Loci

Let $\left\{A_{i}\right\}$ be a sequence of smooth Yang-Mills fields such that its associated measures $\mu_{i}$ converge weakly to a measure $\mu$. As before, we denote by $\Theta_{\mu}$ the density and by $S$ the support of $\mu$. By Theorem 4.3 and taking a subsequence if necessary, we may assume that there are gauge transformations $\sigma_{i}$ such that $\sigma_{i}\left(A_{i}\right)$ converge to an admissible Yang-Mills field $A$ outside $S$.

Now we will examine structure of $S$. Let $\mu_{A}$ be the measure associated to $A$. Define

$$
\begin{equation*}
S_{b}\left(\left\{A_{i}\right\}\right)=\overline{\left\{\left.p \in M\left|\Theta_{\mu}(p)>0, \quad \lim _{r \rightarrow 0} r^{4-n} \int_{B_{r}(p)}\right| F_{A}\right|^{2} d V=0\right\}} \tag{5.1}
\end{equation*}
$$

This set is called the blow-up locus of $\left\{A_{i}\right\}$. If no confusion occurs, we will simply write $S_{b}$ for this blow-up locus. It is easy to see that $\mathcal{H}^{n-4}\left(\overline{S \backslash S_{b}}\right)=0$. The following proposition was proved in [Ti]. It gives the first regularity on the blow-up locus.
Theorem 5.1. Let $\left\{A_{i}\right\}$ be the above sequence of Yang-Mills fields which converge to $A$. Then its blow-up locus $S_{b}$ is $\mathcal{H}^{n-4}$-rectifiable, that is for $\mathcal{H}^{n-4}$-a.e. $p$ in $S_{b}$, there is a unique tangent space $T_{p} S_{b}$ of $S_{b}$ at $p$. Moreover, for any smooth function $f$ with compact support, we have

$$
\begin{equation*}
\int_{M} f d \mu=\int_{M} f d \mu_{A}+\int_{S_{b}} f \Theta_{\mu} d \mathcal{H}^{n-4} \tag{5.2}
\end{equation*}
$$

Furthermore, there are constraints on the geometry of the blow-up loci.
Theorem 5.2. ([Ti]) For any vector field $X$ with compact support in $M$, we have

$$
\begin{equation*}
-\int_{S_{b}} \operatorname{div}_{S_{b}} X \Theta_{\mu} d \mathcal{H}^{n-4}=\int_{M}\left(\left|F_{A}\right|^{2} \operatorname{div} X-4 \sum_{i, j=1}^{n} F_{i j} F_{k j} \partial_{i} X^{k}\right) d V \tag{5.3}
\end{equation*}
$$

where $\operatorname{div}_{S_{b}} X$ denotes the divergence of $X$ along $S_{b}$ and $F_{i j}$ are the components of $F_{A}$.

We say that an admissible field $A$ is stationary if (4.1) holds for any vector field with compact support.

Corollary 5.1. Let $A$ be in the above theorem. If $A$ is stationary, then $S_{b}$ is stationary, that is $S$ has no boundary in $M$ and its generalized mean curvature vanishes.

I doubt that $A$ is stationary in general, but it is stationary when $A$ is anti-selfdual (see the following). If $A=0$, then $S_{b}$ is stationary and the curvature of $A_{i}$ concentrates near a minimal variety of codimension 4 . It leads to the question: Let $S$ be a minimal submanifold of dimension $n-4$ in general position, is $S$ the limit of a sequence of Yang-Mills fields (possibly with respect to different metrics)?

We will call the above $\left(A, S_{b}, \Theta_{\mu}\right)$ a generalized Yang-Mills field. Two generalized Yang-Mills $\left(A, S_{b}, \Theta\right)$ and $\left(A^{\prime}, S_{b}^{\prime}, \Theta^{\prime}\right)$ if $A$ and $A^{\prime}$ are gauge equivalent on an open dense subset. The set of all generalized Yang-Mills fields modulo gauge transformations is precompact.

Theorem 5.2 can be also used to prove the existence of tangent cones for generalized Yang-Mills fields. Let $A$ be a stationary admissible Yang-Mills field with singular set $S(A)$. For any $\lambda>0$ and $p \in S(A)$, we can define

$$
A_{\lambda}(q)=\lambda \sum_{i} A_{i}(p+\lambda(q-p)) d x_{i}
$$

where $A=\sum_{i} A_{i} d x_{i}$. Then there are sequences $\{\lambda(i)\}$ such that $\lim _{i \rightarrow \infty} \lambda(i)=$ 0 and $A_{\lambda(i)}$ converge to a field $A^{c}$ outside $S_{c}$ with $\mathcal{H}^{n-4}\left(S^{c} \cap B_{R}(0)\right)<\infty$ for any $R>0$. Further, measures $\left|F_{A_{i}}\right|^{2} d V$ converge weakly to a measure $\mu_{c}$ with density $\Theta_{c}$. It follows from Theorem 5.2

Corollary 5.2. Let $A_{\lambda(i)}, A_{c}, S_{c}, \Theta_{c}$ be as above. Then we have that $\partial_{r} \Theta_{c}=0$, $a \cdot S_{c}=S_{c}$ and $F_{A_{c}}\left(\partial_{r}, \cdot\right)=0$.

## 6. Compactifying Spaces of Anti-Self-Dual Instantons

If $A_{i}$ are $\Omega$-anti-self-dual instantons, then its weak limit $A$ is $\Omega$-anti-selfdual wherever it is well-defined. As before, we will call such an $A$ admissible $\Omega$-anti-self-dual instanton or simply asd solution if there is no confusion.

Theorem 6.1. ([Ti]) Assume that $\Omega$ is a parallel form of degree $n-4$. Let $A$ be an admissible $\Omega$-anti-self-dual instanton on $M$. Then $A$ is stationary.

Now we assume that $\left\{A_{i}\right\}$ be a sequence of $\Omega$-anti-self-dual instantons which converge to an admissible $\Omega$-anti-self-dual instanton $A$, where $\Omega$ is a form on
$M$ of degree $n-4$. Let $S_{b} \subset M$ be the blow-up locus of $\left\{A_{i}\right\}$ with the density $\Theta_{\mu}$. Note that $\mu_{i}$ is the measure associated to $A_{i}$ and $\lim _{i \rightarrow \infty} \mu_{i}=\mu$.

For any admissible field $A^{\prime}$, we can associate a current $C_{2}\left(A^{\prime}\right)$ as follows: For any smooth form $\varphi$ with compact support in $M$, we define

$$
\begin{equation*}
C_{2}(A)=\frac{1}{8 \pi^{2}} \int_{M} \operatorname{tr}\left(F_{A^{\prime}} \wedge F_{A^{\prime}}\right) \wedge \varphi \tag{6.1}
\end{equation*}
$$

Clearly, if $A^{\prime}$ is smooth, it is nothing else but the current represented by the Chern-Weil form defining the second Chern class, so it is closed. In general, it was proved in [Ti] that $C_{2}\left(A^{\prime}\right)$ is closed in $M$.

Since $S_{b}$ is rectifiable (Theorem 5.1), we can also define a current $C_{2}\left(S_{b}, \Theta_{\mu}\right)$ by

$$
\begin{equation*}
C_{2}\left(S_{b}, \Theta_{\mu}\right)=\frac{1}{8 \pi^{2}} \int_{M}(\varphi, \Omega) \Theta_{\mu} d \mathcal{H}^{n-4} \tag{6.2}
\end{equation*}
$$

Theorem 6.2. ([Ti]) Let $A_{i}$, A et al be as above. Then $\frac{1}{8 \pi^{2}} \Theta_{\mu}$ is integer-valued and $S_{b}$ is calibrated by $\Omega$, that is for $\mathcal{H}^{n-4}$-a.e. $p \in S_{b}$ where $T_{p} S_{b}$ exists, the restriction of $\Omega$ to $T_{p} S_{b}$ coincides with the induced volume form. Moreover, we have

$$
\begin{equation*}
\lim _{i \rightarrow \infty} C_{2}\left(A_{i}\right)=C_{2}(A)+C_{2}\left(S_{b}, \Theta_{\mu}\right) \tag{6.3}
\end{equation*}
$$

In particular, for any compact $K$, we have

$$
\lim _{i \rightarrow \infty} \mu_{i}(K)=\mu_{A}(K)+\int_{S_{b} \cap K} \Theta_{\mu} d \mathcal{H}^{n-4}
$$

A simplified situation of Theorem 6.2 can be described as follows: Let $\pi: \mathbb{R}^{n} \mapsto \mathbb{R}^{4}$ be an orthogonal projection and $B$ be an asd instanton on $\mathbb{R}^{4}$, then the pull-back $A=\pi^{*} B$ is $\Omega$-asd if and only if $L=\pi^{-1}(0)$ is an $\Omega$ calibrated subspace. This can be checked directly. As before, we ask if an $\Omega$-calibrated submanifold is the limit of a sequence of $\Omega$-asd instantons.

It is well known (cf. [HL]) that if $|\Omega| \leq 1$, then any integral current calibrated by $\Omega$ is minimizing in its homology class. It follows

Corollary 6.1. Assume that $|\Omega| \leq 1$. Let $S_{b}$ be the blow-up locus of a sequence of asd instantons $A_{i}$ converging to $A$ and $\Theta_{\mu}$ be its associated density. Then $C_{2}\left(S_{b}, \Theta_{\mu}\right)$ is an area-minimizing integral current.

The support $S_{b}$ of $C_{2}\left(S_{b}, \Theta_{\mu}\right)$ may not be smooth. However, one can show that a dense open subset of $S_{b}$ is smooth. Further, we do expect
Conjecture 6.1. Let $\Omega$ be any closed differential form with $|\Omega| \leq 1$, then $\Omega$ calibrated integral current is supported on the closure $N$ of a smooth manifold $N_{0}$ such that $N \backslash N_{0}$ is of codimension at least two.

Let us give an example. Assume that $n=2 m$. Fix an identification $\mathbb{R}^{n}=$ $\mathbb{C}^{m}$. Let $\omega$ be given in complex coordinates $z_{1}, \cdots, z_{m}$ by

$$
\omega=\frac{\sqrt{-1}}{2} \sum_{i=1}^{m} d z_{i} \wedge d \bar{z}_{i}
$$

Put $\Omega=\omega^{m-2} /(m-2)!$. Then an $\Omega$-asd instanton $A$ is simply a Hermitian-Yang-Mills connection, that is $F_{A}^{0,2}=0$ and $F_{A}^{1,1} \cdot \omega=0$, where $F_{A}^{k, l}$ is the $(k, l)$-part of $F_{A}$. Moreover, a subspace $L \subset \mathbb{R}^{n}$ of codimension 4 is $\Omega$-calibrated if and only if $L$ is a complex subspace in $\mathbb{C}^{m}$. Let $S$ be the blow-up locus of a sequence of Hermitian-Yang-Mills connections and $\Theta$ be its associated density. Then $C_{2}(S, \Theta)$ is a closed integral current whose tangent spaces are complex subspaces. It follows from a result of J. King [Ki] that there are positive integers $m_{a}$ and irreduccible complex subvarieties $V_{a}$ such that for any smooth $\varphi$ with compact support in $M$,

$$
C_{2}(S, \Theta)(\varphi)=\sum_{a} m_{a} \int_{V_{a}} \varphi
$$

It can be also proved that if $A$ is an admissible asd instanton with respect to $\omega^{m-2} /(m-2)$ !, then there is a gauge transformation $\tau$ such that $\tau(A)$ extends to be a smooth field outside a complex subvariety of codimension greater than 2 (cf. [TY]).

Now we give a geometric application. Let $M$ be a compact $n$-manifold with a Riemannian metric $g$ and $\Omega$ be a closed form of degree $n-4$. Let $E$ be a vector bundle over $M$. Denote by $\mathfrak{M}_{\Omega, E}$ the collection of all gauge equivalence classes of $\Omega$-asd instantons of $E$ over $M$. This is usually refered as the moduli space of $\Omega$-asd instantons. In general, $\mathfrak{M}_{\Omega, E}$ may not be compact. The problem is how to compactify it.

A generalized $\Omega$-asd instanton is made of an admissible $\Omega$-asd instanton $A$ of $E$, which extends to a smooth field over $M \backslash S(A)$ for a closed subset $S(A)$ with $\mathcal{H}^{n-4}(S(A))=0$, and a closed integral current $C=C_{2}(S, \Theta)$ calibrated by $\Omega$, such that cohomologically,

$$
\begin{equation*}
\left[C_{2}(A)\right]+\left[C_{2}(S, \Theta)\right]=C_{2}(E) \tag{6.4}
\end{equation*}
$$

where $C_{2}(E)$ denotes the second Chern class of $E$. Two generalized $\Omega$-asd instantons $(A, C),\left(A^{\prime}, C^{\prime}\right)$ are equivalent if and only if $C=C^{\prime}$ and there is a gauge transformation $\sigma$ on $M \backslash S(A) \cup S\left(A^{\prime}\right)$, such that $\sigma(A)=A^{\prime}$ on $M \backslash S(A) \cup S\left(A^{\prime}\right)$. We denote by $[A, C]$ the gauge equivalence class of $(A, C)$. We identify $[A, 0]$ with $[A]$ in $\mathcal{M}_{\Omega, E}$ if $A$ extends to a smooth field of $E$ over $M$ modulo a gauge transformation. We define $\overline{\mathfrak{M}}_{\Omega, E}$ to be set of all gauge equivalence classes of generalized $\Omega$-asd instantons of $E$ over $M$.

The topology of $\overline{\mathfrak{M}}_{\Omega, E}$ can be defined as follows: a sequence $\left[A_{i}, C_{i}\right]$ converges to $[A, C]$ in $\overline{\mathfrak{M}}_{\Omega, E}$ if and only if there are representatives $\left(A_{i}, C_{i}\right)$ such that their associated currents $C_{2}\left(A_{i}, C_{i}\right)$ converge weakly to $C_{2}(A, C)$ as currents, where

$$
C_{2}\left(A^{\prime}, C^{\prime}\right)=C_{2}\left(A^{\prime}\right)+C_{2}\left(S^{\prime}, \Theta^{\prime}\right), \quad C^{\prime}=\left(S^{\prime}, \Theta^{\prime}\right)
$$

It is not hard to show that by taking a subsequence if necessary, $\tau_{i}\left(A_{i}\right)$ converges to $A$ outside $S(A)$ and the support of $C$ for some gauge transformations $\tau_{i}$.
Theorem 6.3. ([Ti]) For any $M, g, \Omega$ and $E$ as above, $\overline{\mathfrak{M}}_{\Omega, E}$ is compact with respect to this topology.

## 7. Removable Singularity Theorem

Let $A$ be a stationary admissible Yang-Mills field. The basic regularity problem is whether there is a gauge transformation $\tau$ such that $\tau(A)$ can be extended across $S$ or part of $S$.

We say that a locally closed subset $S$ is stratified by submanifolds if it is a finite union of locally closed submanifolds. Clearly, the Hausdorff dimension $S$ is equal to the maximal dimension of these submanifolds. The following was proved in [TT].
Theorem 7.1. Let A be a stationary admissible Yang-Mills field. Assume that its singular set $S(A)$ is stratified by submanifolds of dimension $n-4$. Then there is an $\epsilon>0$, which depends only on $n$, such that for any $B_{\rho}(p) \subset \in S(A)$, if

$$
\begin{equation*}
\rho^{4-n} \int_{B_{\rho}(p)}\left|F_{A}\right|^{2} d V<\epsilon, \tag{7.1}
\end{equation*}
$$

then there is a gauge transformation $\sigma$ near $p$ such that $\sigma(A)$ extends to be a smooth field near $p$.

When $n \leq 3, S(A)$ is empty. When $n=4, S(A)$ consists of finitely many points and (4.1) holds for any admissible Yang-Mills fields. Hence, this theorem is simply the removable singularity theorem of K. Uhlenbeck for Yang-Mills fields on 4-manifolds [Uh1]. When $n>4$, this theorem was proved in [Ti] under extra gauge conditions. With some extra efforts, one can weaken the assumption on the singular set $S(A)$. We will discuss it in another paper.

Corollary 7.1. Let A be a stationary admissible Yang-Mills field. Assume that its singular set $S(A)$ is stratified by submanifolds of dimension $n-4$. Then there is a gauge transformation $\sigma$ such that $\sigma(A)$ is smooth outside a locally closed subset $S^{\prime}$ consisting of submanifolds of dimension less than $n-4$. If $n=4$, then $\sigma(A)$ is actually smooth.

In general, we propose
Conjecture 7.1. Let A be a stationary admissible Yang-Mills field, then there is a gauge transformation $\sigma$ such that $\sigma(A)$ extends to be a smooth field outside a locally closed subset with locally finite Hausdorff measure of dimension $n-5$.

Further, we have
Conjecture 7.2. If $A$ is an admissible asd field, then there is a gauge transformation $\tau$ such that $\mathcal{H}^{n-6}(S(\tau(A)) \cap K)<\infty$ for any compact $K \subset M$, where $S(\tau(A))$ denotes the singular set of $\tau(A)$.

## Notes

1. In mathematical literatures, Yang-Mills fields are often called as Yang-Mills connections
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#### Abstract

A numerical method is developed for shape optimization of axisymmetric structures based on choosing the sets of fictitious loads acting on a structure's 'control point' as the optimizing design variable. The axisymmetric structure is decomposed by using an isoparametric parabolic-type element that has high accuracy for design sensitivity analysis. An efficient analytic method, based on a fictitious load variable, is developed for sensitivity analysis in shape optimization of the axisymmetric structure. Two optimization examples have been tested successfully.
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## 1. Introduction

The parts of an axisymmetric structure are often used in many kinds of machine, such as axial or discal parts in the rotating facility, pressure vessel subject to pressure loads etc. The failure of these parts is, in the majority of cases, due to local stress concentration in the transitions. The maximal interest of shape optimization is to improve the structural stress-distributing status of transitions, while achieving the optimum weight or area, by changing from

[^9]initial boundary to optimized shape. Numerical methods for shape optimization have been developed since the 1960s [1] - [4]. The design variable in the shape optimization may be finite element nodal coordinates [5], coefficients of splines [6, 7] or polynomials [8, 9], or other geometric parameters [10]. A shape optimization method based on a natural design variable was first developed by Belegundu and Rajan [11, 12]. The fictitious loads acting on an auxiliary structure was chosen as the design variable of shape optimization.
The main objective of this paper is to develop an efficient method of shape optimization for axisymmetric structure, which is to use isoparametric parabolictype element that has high design sensitivity analysis accuracy [13]. By means of a linear relationship between nodal displacement and fictitious loads, an efficient sensitivity analysis method is developed in shape optimization of axisymmetric structures. The cost function is to minimize the maximum Von Mises stress at a boundary of transitions. Finally, two numerical examples will be tested.

## 2. The Optimization Method

The shape optimal design problem under investigation is to minimize an objective function, $f(b)$, subject to inequality constraints, it can be stated as:

$$
\left\{\begin{array}{cl}
\text { Minimize } f(b) &  \tag{1}\\
\text { subject to } & \\
b_{i}^{l} \leq b_{i} \leq b_{i}^{u}, & i=1,2, \cdots, m \\
g_{j}(b) \leq 0, & j=1,2, \cdots, q_{c}
\end{array}\right.
$$

where $f(b)$ is the Von Mises stress at a point in the structure, or the structural weight, $b_{i}^{l}, b_{i}^{u}$ the lower and upper constraints of the $i$-th design variables, respectively, $g_{j}(b)$ structural response, $m$ the number of design variable.

Using a finite element displacement method in the linear elastic body, the finite element equation for the static analysis can be written as:

$$
\begin{equation*}
K \Delta=F \tag{2}
\end{equation*}
$$

where $K$ is the structural stiffness matrix, $F$ is the load vector, and $\Delta$ is a vector of nodal displacements.

In this paper, fictitious loads at control nodes are selected as the design variable. If we apply a unit fictitious load at the control nodes each time, and solve for the nodal displacement $\delta^{i}$ under a unit load from (2), then the nodal displacement due to these fictitious loads are added onto the current shape $C^{0}$ to obtain a new shape [11] as follows:

$$
\begin{equation*}
C(b)=C^{0}+\sum_{i=1}^{m} b_{i} \delta^{i} \tag{3}
\end{equation*}
$$

where $C$ is a vector consisting of the $X$ - and $Y$-coordinates of all the grid points, and $b$ is a vector of the design variable. Each vector $\delta^{i}$ is obtained from the equations

$$
\begin{equation*}
K_{b} \delta^{i}=q^{i} \tag{4}
\end{equation*}
$$

where $q^{i}$ is a load vector with all zeros except for a unit value at the $i$-th location, $K_{b}$ is usually different from the structural stiffness matrix $K$ in (2) since the boundary conditions differ from those used in the original problems. The details may be found in [11, 12]

It is clear from (3) that the movement of nodes is only relavant to the magnitude of the fictitious loads. If we can control the maximum of fictitious loads in the optimizing iteration, then the movement of nodes location and the distortion of mesh will be controlled. Thus we can make sure in advance that the maximal nodal displacement and the maximal value of fictitious load can be obtained in each optimizing iteration. At the same time, to increase the rate of descent of the objection function, the valid value of design variable is degressive from the maximum $b_{j \max }$ to satisfy some given accuracy in the iteration:

$$
\begin{equation*}
b_{j \max }=\frac{\delta_{j \max }^{i}}{\left\|C\left(b_{j}\right)-C^{0}\right\|_{\infty}} \tag{5}
\end{equation*}
$$

Combining the above ideas, the basic iteration procedure of shape optimization is given as follows:

Step 1: Let $C^{0}$ be a vector of the current shape nodal location. Given the maximal displacement $\delta_{\max }$, set $b_{j}=0, j=1,2, \cdots, m$.

Step 2: Apply a unit load, $q^{i}$, at the control point, one at a time, and solve for $\delta^{i}$ from (4) and, solve for $b_{j \max }$ from (5).

Step 3: Using a discrete approach to calculate the sensitivity analysis coefficient. Use the sensitivity coefficients in a nonlinear programming to obtain the fictitious load $b_{j}$ at the control point.

Step 4: Define the new shape by (3).
Step 5: Repeat above procedures until some given conditions are satisfied.

## 3. The sensitivity analysis

The derivatives of the objective function and constraint functions with respect to the design variable provide the variational trends of the structures for optimization. Calculation of these derivatives is known as sensitivity analysis [14]. The response of a continuum structure to the change of design variables is an implicit function of the variables. Therefore, it is difficult to calculate accurate gradients of the function for sensitivity analysis.

In this paper, we will calculate the gradients of the function by using discrete approaches. Taking derivatives of equation (2) with respect to the design variable $b$ gives:

$$
\begin{equation*}
\frac{\partial K}{\partial b} \Delta+K \frac{\partial \Delta}{\partial b}=\frac{\partial F}{\partial b} \tag{6}
\end{equation*}
$$

Since the load $F$ is a constant in the present problem, we have:

$$
\begin{equation*}
K \frac{\partial \Delta}{\partial b}=-\frac{\partial K}{\partial b} \Delta \tag{7}
\end{equation*}
$$

The derivatives of stress components $\sigma$ in an element and of Von Mises stress $\sigma_{e}$ at a point can be calculated from

$$
\begin{gather*}
\frac{\partial \sigma}{\partial b}=D\left(\frac{\partial B}{\partial b} \Delta^{e}+B \frac{\partial \Delta^{e}}{\partial b}\right)  \tag{8}\\
\frac{\partial \sigma_{e}}{\partial b}=\frac{1}{2 \sigma_{e}}\left[\left(\sigma_{1}-\sigma_{2}\right) \frac{\partial\left(\sigma_{1}-\sigma_{2}\right)}{\partial b}+\left(\sigma_{2}-\sigma_{3}\right) \frac{\partial\left(\sigma_{2}-\sigma_{3}\right)}{\partial b}\right. \\
\left.+\left(\sigma_{3}-\sigma_{1}\right) \frac{\partial\left(\sigma_{3}-\sigma_{1}\right)}{\partial b}\right] \tag{9}
\end{gather*}
$$

The derivatives of weight $W$ and area $A$ for an axisymmetric structure element can be written as:

$$
\begin{gather*}
\frac{\partial W^{e}}{\partial b}=2 \pi \int_{-1}^{1} \int_{-1}^{1} \rho\left[\frac{\partial r}{\partial b}|J|+r \frac{\partial|J|}{\partial b}\right] d \xi d \eta  \tag{10}\\
\frac{\partial A^{e}}{\partial b}=\int_{-1}^{1} \int_{-1}^{1} \frac{\partial|J|}{\partial b} d \xi d \eta \tag{11}
\end{gather*}
$$

In the above equations, it is important to calculate the derivatives of stiffness matrix $K$. The calculation of $\partial K / \partial b$ is done by many methods such as the divided difference scheme [11], semi-analytic method [15] or finite difference approximation [16]. In this paper, the calculation of $\partial K / \partial b$ can be done by a new method that is called as analytic methods. The procedure will be obtained below:

With the known methodology of 2D 8-nodes isoparametric element [17], the derivatives of an element stiffness matrix $K^{e}$ with reslect to the design variable $b$ for axisymmetric structures can be formulated as :

$$
\begin{align*}
\frac{\partial K^{e}}{\partial b} & =2 \pi \int_{-1}^{1} \int_{-1}^{1}\left[\frac{\partial B_{i}^{T}}{\partial b} D B_{j} r|J|+B_{i}^{T} D \frac{\partial B_{j}}{\partial b} r|J|\right. \\
& \left.+B_{i}^{T} D B_{j} \frac{\partial r}{\partial b}|J|+B_{i}^{T} D B_{j} r \frac{\partial|J|}{\partial b}\right] d \xi d \eta \tag{12}
\end{align*}
$$

where

$$
\frac{\partial B_{i}}{\partial b}=\left(\begin{array}{cc}
\frac{\partial}{\partial b} \frac{\partial N_{i}}{\partial r} & 0  \tag{13}\\
0 & \frac{\partial}{\partial b} \frac{\partial N_{i}}{\partial z} \\
-\frac{N_{i}}{r^{2}} \frac{\partial r}{\partial b} & 0 \\
\frac{\partial}{\partial b} \frac{\partial N_{i}}{\partial z} & \frac{\partial}{\partial b} \frac{\partial N_{i}}{\partial r}
\end{array}\right) \quad i=1,2, \cdots, 8
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial b}\binom{\frac{\partial N_{i}}{\partial r}}{\frac{\partial N_{i}}{\partial z}}=\frac{\partial J^{-1}}{\partial b}\binom{\frac{\partial N_{i}}{\partial \xi}}{\frac{\partial N_{i}}{\partial \eta}} \tag{14}
\end{equation*}
$$

where $J$ is the Jacobian matrix. Taking derivatives of $J$ with respect to design variable $b$, we have:

$$
\begin{align*}
\frac{\partial J}{\partial b} & =\frac{\partial}{\partial b}\left(\begin{array}{ll}
\frac{\partial r}{\partial \xi} & \frac{\partial z}{\partial \xi} \\
\frac{\partial r}{\partial \eta} & \frac{\partial z}{\partial \eta}
\end{array}\right)=\frac{\partial}{\partial b} \sum_{i=1}^{8}\left(\begin{array}{lll}
\frac{\partial N_{i}}{\partial \xi} r_{i} & \frac{\partial N_{i}}{\partial \xi} z_{i} \\
\frac{\partial N_{i}}{\partial \eta} r_{i} & \frac{\partial N_{i}}{\partial \eta} z_{i}
\end{array}\right) \\
& =\left(\begin{array}{llll}
\frac{\partial N_{1}}{\partial \xi} & \frac{\partial N_{2}}{\partial \xi} & \cdots & \frac{\partial N_{8}}{\partial \xi} \\
\frac{\partial N_{1}}{\partial \eta} & \frac{\partial N_{2}}{\partial \eta} & \cdots & \frac{\partial N_{8}}{\partial \eta}
\end{array}\right) \frac{\partial}{\partial b}\left(\begin{array}{ll}
r_{1} & z_{1} \\
r_{2} & z_{2} \\
\vdots & \vdots \\
r_{8} & z_{8}
\end{array}\right) \tag{15}
\end{align*}
$$

Similar to the definition of the partial derivatives, we have

$$
\begin{align*}
& \frac{\partial r_{i}}{\partial b_{j}} \approx \frac{r_{i}\left(b_{1}, \ldots, b_{j}+\alpha, \cdots, b_{m}\right)-r_{i}\left(b_{1}, \cdots, b_{m}\right)}{\alpha}  \tag{16}\\
& \frac{\partial z_{i}}{\partial b_{j}} \approx \frac{z_{i}\left(b_{1}, \ldots, b_{j}+\alpha, \cdots, b_{m}\right)-z_{i}\left(b_{1}, \cdots, b_{m}\right)}{\alpha} \tag{17}
\end{align*}
$$

where $\alpha$ can be seen as a load applied on the structure, no other effect is considered here. Let $b_{j}=0,(j=1,2, \cdots, m)$ we have

$$
\begin{align*}
& \frac{\partial r_{i}}{\partial b_{j}} \approx \frac{r_{i}(0, \ldots, \alpha, \cdots, 0)-r_{i}(0, \cdots, 0)}{\alpha}=\frac{u_{i}^{j}}{\alpha}  \tag{18}\\
& \frac{\partial z_{i}}{\partial b_{j}} \approx \frac{z_{i}(0, \ldots, \alpha, \cdots, 0)-z_{i}(0, \cdots, 0)}{\alpha}=\frac{v_{i}^{j}}{\alpha} \tag{19}
\end{align*}
$$

where $u_{i}^{j}, v_{i}^{j}$ are the $i$-th nodal $r$ and $z$ displacements under the unit load $q^{j}$ respectively, determined by the expression (4).

Combining the above ideas, we summarize the calculating procedure of the sensitivity analysis as follows:

Step 1: Set $\alpha=1, j=1,2, \cdots, m$.
Step 2: Apply the $j$-th unit load on the control point, and solve for $\delta^{j}$ from (4). Thus from (18) and (19), one can form the vector of $\partial r_{i} / \partial b_{j}$ and $\partial z_{i} / \partial b_{j}$.

Step 3: Calculate $\partial B_{i} / \partial b_{j}$ and $\partial J / \partial b_{j}$ from (13) - (15), and form the stiffness matrix of element $\partial K^{e} / \partial b_{j}$ by using (12).

Step 4: Assemble the global matrix $\partial K / \partial b_{j}$ similar to the assembly of the globale stiffness matrix $K$.

Step 5: Solve the equation (7) to obtain the vector $\partial \Delta / \partial b_{j}$. Thus one can obtain $\partial \sigma / \partial b_{j}$ from (8), $\partial \sigma_{e} / \partial b_{j}$ from (9), $\partial W^{e} / \partial b_{j}$ from (10) and $\partial A^{e} / \partial b_{j}$ from (11), respectively.

## 4. Numerical examples

To verify the validity of the porposed numerical procedures, a computer program written in FORTRAN was developed for the sensitivity analysis and cyclic variable methods. Two test problems will be examined in this section.

### 4.1 The transition problem

The section of original shape subjected to uniform tensile load in radius direction is shown in Fig.1, which was obtained by simplifying a turbine axis [18]. Due to symmetry, only its upper half section is analyzed. The finite element mesh, shown in Fig.1, consists of 65 quadriateral isoparametric elements and 232 nodes.

The objective of optimization is to minimize the maximum Vom Mises stress at a point along the A-B profile, by changing the boundary shape of transition region A-B. The transition profile shape after optimization is shown in Fig. 2 and the Von Mises stress distribution along the A-B-C boundary is shown in Fig.3. The gradient of the objective function in the optimization iteration is shown in Fig. 4.

The number of design variables is 11 . The initial and final areas are 100 and 93.067 , respectively, yielding about $7 \%$ reduction. The maximum Von Mises stress was reduced form 123.28 to 98.8 and the extent of reduction is approximate $20 \%$.


Figure 1. Initial shape model


Figure 3. The Stress distribution along A-B-C profile


Figure 2. Optimized profile


Figure 4. The gradient of objective function

### 4.2 The flange design problem

A flange structure model, subject to inner pressure, is shown in Fig.5. It contains 47 elements and 176 nodes. The nodal Von Mises stress distributed status of the flange is shown in Fig.6.

The goal of the optimization is to minimize the Von Mises stress of transition. The number of design variables is 12. The optimized shape is shown in Fig.7, and the stress distribution of transition is shown in Fig.8. The gradient of the objective function is shown in Fig.9.

By comparing the stress in Fig. 6 and Fig. 8, we see that the structure after optimization has more uniform stress distribution. The maximum Von Mises stress is reduced from 20.896 to 13.741 , yielding a $34 \%$ reduction. The augmentation of area is reduced from 4068.5 to 4151.845 , yielding a $2 \%$ augmentation.

## 5. Conclusion

The numerical results obtained by using the proposed method show that the shape optimization of axisymmetric structure has been achieved successfully.


Figure 5. Initial flange model


Figure 7. Optimized flange shape


Figure 6. The Stress distribution of transition


Figure 8. The stress distribution after optimizing

While the extent of the change of area is relatively small, by controlling the maximal displacement of the grid points, the proposed method is seen to produce low element distortions. If augmentation of area is relatively large, then the adaptive mesh or refined finite element mesh may be used.


Figure 9. The gradient of objective function

The analytic method of sensitivity analysis based on the fictitious loads was discussed. The value of the gradient function is convergent, as shown in Fig. 4 and Fig. 9. Another advantage of this method is that, in the optimization iteration, the gradient value can be calculated by using some standard finite element subroutines. If the quadrilateral isoparametric element is used, then smoother and more optimal shapes may be obtained. Similar observation has been made in [12].
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# A NEW KIND OF PRECONDITIONER FOR INTERFACE EQUATIONS OF MORTAR MULTIPLIERS ON SUBSPACES* 

Qiya Hu<br>Institute of Computational Mathematics, Chinese Academy of Sciences, Beijing 100080, China<br>hqy@lsec.cc.ac.cn


#### Abstract

In this paper we discuss non-overlapping domain decomposition methods with nonmatching grids for three-dimensional elliptic problems, in which interface unknown is chosen as mortar multiplier. We develope a class of preconditioners for the interface equation derived by projection on a suitable subspace. For our preconditioner, each local solver is defined on the common face between two neighbouring subdomains unlike the existing preconditioners, and it can be implemented in a more efficient way. It will be shown that the condition number of the preconditioned system grows only as the logarithm of the dimension of the local problem associated with an individual substructure.
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## 1. Introduction

In recent years, there is a growing interest in the domain decomposition methods (DDMs) with Lagrange multipliers, early studied in [7], [8], [9] and [18]. This kind of DDM has many advantages over the traditional ones for the case of nonmatching grids (refer to [1], [13], [16] and [25]).

FETI (see [9]) is one of the DDMs with Lagrange multipliers, in which the floating subdomains are handled in a simple way. FETI includes two main ingredients: (a) introducing a pseudoinverse and a projection operator to derive an interface equation of the multiplier; (b) applying the projected PCG method to solve this interface equation with a Dirichlet preconditioner. Each local solver in the Dirichlet preconditioner is defined on the boundary of a sub-

[^10]domain, which can be implemented by solving a local Dirichlet problem. The condition number of the preconditioned system has been estimated in [20] under some assumptions. The original FETI seems to be less effective to the case of nonmatching grids or the discontinuous coefficient problems, and so more complicated interface preconditioners have been constructed in [14], [17] and [22].

In [13] (see also [12]), the authors discussed the DDMs with polynomial Lagrange multipliers, and constructed a cheap interface preconditioner for completely positive definite problems (without any floating subdomain). For this preconditioner, each local solver is defined on the common face between two neighbouring subdomains. Since the local polynomial multiplier space has low dimensions, the local problem can be solved exactly. This preconditioner is also very efficient to the cases of nonmatching grids and discontinuous coefficient problems.

In the present paper, we discuss the DDMs with mortar multipliers, and extend the idea of [13] to the case with floating subdomains. To this end, we will use the interface equation in FETI. The main contributions of this paper are: (1) estimate the condition number of the preconditioned system based on a new kind of dual norm; (2) develope a kinds of cheap local solvers by using an extension theorem of $H^{\frac{1}{2}}$-norm.

The outline of the remainder of the paper is as follows. In $\S 2$, we build the interface equation of the Lagrange multiplier. In $\S 3$, we construct the interface preconditioner and give the convergence result. In $\S 4$, we study the local solvers.

## 2. Domain decomposition

### 2.1 Saddle-point formulation

Consider the model problem

$$
\left\{\begin{array}{c}
-\operatorname{div}(a \nabla u)=f, \quad \text { in } \Omega  \tag{2.1}\\
u=0, \quad \text { on } \partial \Omega
\end{array}\right.
$$

where $\Omega$ is a bounded, connected Lipschitz domain in $\mathcal{R}^{3}$ and $a \in L^{\infty}(\Omega)$ is a positive function.

Let $H_{0}^{1}(\Omega)$ denote the standard Sobolev space, and define the bilinear form

$$
\mathcal{A}(v, w)=\int_{\Omega} a \nabla v \cdot \nabla w d x, \quad v, w \in H_{0}^{1}(\Omega)
$$

Let $(\cdot, \cdot)$ denote the $L^{2}(\Omega)$-inner product. The weak formulation of (2.1) in $H_{0}^{1}(\Omega)$ reads: Find $u \in H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
\mathcal{A}(u, v)=(f, v), \quad \forall v \in H_{0}^{1}(\Omega) \tag{2.2}
\end{equation*}
$$

In the following, we define a discrete problem of (2.2). Let the domain $\Omega$ be decomposed into $\bar{\Omega}=\bigcup_{k=1}^{N} \bar{\Omega}_{k}$. Assume that
(i) $\Omega_{i} \cap \Omega_{j}=\emptyset$ when $i \neq j$. If $\bar{\Omega}_{i} \cap \bar{\Omega}_{j} \neq \emptyset$ for some $i \neq j$, we denote it by $\Gamma_{i j}$. Define $\Gamma=\cup \Gamma_{i j}$;
(ii) each subdomain $\Omega_{i}$ has the same "siz" $d$ in the usual sense (see [6] and [28]).

As usual, we assume that each $\Omega_{k}$ is a polyhedron. With each subdomain $\Omega_{k}$ we associate a regular triangulation $\mathcal{T}_{k}$ made of elements that are either hexahedra or tetrahedra. We denote by $h_{k}$ the mesh size of $\mathcal{T}_{k}$, i.e., $h_{k}$ denotes the maximum diameter of any hexahedra or tetrahedra of the mesh $\mathcal{T}_{k}$. The triangulations of the subdomains are independent of each other and generally do not match at the interfaces between subdomains. Hence, each interface $\Gamma_{i j}$ is provided with two different $(2 D)$ meshes. Define $V\left(\Omega_{k}\right)$ as the space consisting of continuous piecewise linear functions associated with $\mathcal{T}_{k}$. When $\partial \Omega_{k} \cap \partial \Omega \neq \emptyset$, we require any function in $V\left(\Omega_{k}\right)$ vanishes on $\partial \Omega_{k} \cap \partial \Omega$. Define $V\left(\partial \Omega_{k}\right)=\left.V\left(\Omega_{k}\right)\right|_{\partial \Omega_{k}}$.

To describe an approximate space on global $\Omega$, we need a Lagrange multiplier space. This multiplier space can be defined in various ways, for example, the polynomial multiplier space (see [8] and [18]), the mortar multiplier space (see [3] and [24]), and the dual multiplier space (see [15] and [26]). In this paper, we consider the mortar multiplier space.

Let $\mathcal{T}_{i j}$ and $\mathcal{T}_{j i}$ denote the triangulation on $\Gamma_{i j}$ associated with $\mathcal{T}_{i}$ and $\mathcal{T}_{j}$ respectively. For each $\Gamma_{i j} \subset \Gamma$, we choose $\mathcal{T}_{i j}$ or $\mathcal{T}_{j i}$ to define the local multiplier space, for example, choose $\mathcal{T}_{i j}$.

For simplicity of exposition, we will use the spaces (on $\Gamma_{i j} \subset \Gamma$ ) defined by

$$
\begin{aligned}
& V_{i}\left(\Gamma_{i j}\right)=\left.V\left(\partial \Omega_{i}\right)\right|_{\Gamma_{i j}}, \quad V_{j}\left(\Gamma_{i j}\right)=\left.V\left(\partial \Omega_{j}\right)\right|_{\Gamma_{i j}} \\
& V_{i}^{0}\left(\Gamma_{i j}\right)=V_{i}\left(\Gamma_{i j}\right) \cap H_{0}^{1}\left(\Gamma_{i j}\right), \quad V_{j}^{0}\left(\Gamma_{i j}\right)=V_{j}\left(\Gamma_{i j}\right) \cap H_{0}^{1}\left(\Gamma_{i j}\right)
\end{aligned}
$$

Now, we define the local multiplier space $W\left(\Gamma_{i j}\right) \subset V_{i}\left(\Gamma_{i j}\right)$ (see [4]).
Since we will not involve concrete structure of $W\left(\Gamma_{i j}\right)$, we consider only the case where the face $\Gamma_{i j}$ is meshed with triangular elements. We denote by $x_{m}, 1 \leq m \leq n(i, j)$, the set of all vertices of the triangles and distinguish the internal nodes that belong to $\Gamma_{i j}$ (numbered from 1 to $n_{0}(i, j)$ ) from those that belong to the boundary of $\Gamma_{i j}$ (numbered from $n_{0}(i, j)+1$ to $n(i, j)$ ). With all these nodes are associated the shape functions $\phi_{m}$ so that any element $\varphi$ of $W\left(\Gamma_{i j}\right)$ can be written as

$$
\varphi=\sum_{m=1}^{n(i, j)} \varphi\left(x_{m}\right) \phi_{m}
$$

and those elements that belong to $V_{i}^{0}\left(\Gamma_{i j}\right)$ can be written as

$$
\varphi=\sum_{m=1}^{n_{0}(i, j)} \varphi\left(x_{m}\right) \phi_{m}
$$

The vertices $x_{m}, n_{0}(i, j)+1 \leq m \leq n(i, j)$ belong to the same triangles as internal nodes within $\Gamma_{i j}$. We denote by $x_{m}^{l}, 1 \leq l \leq Q(m)$ those vertices inside $\Gamma_{i j}$ that belong to a side of a triangle with end point $x_{m}$. For each $m$ such that $n_{0}(i, j)+1 \leq m \leq n(i, j)$, we choose $Q(m)$ positive numbers $a_{m}^{l}$ with the property that $\sum_{l=1}^{Q(m)} a_{m}^{l}=1$. The definition of the space $W\left(\Gamma_{i j}\right)$ is then
$W\left(\Gamma_{i j}\right)=\left\{\varphi \in V_{i}\left(\Gamma_{i j}\right): \forall m, n_{0}(i, j)+1 \leq m \leq n(i, j), \varphi\left(x_{m}\right)=\sum_{l=1}^{Q(m)} a_{m}^{l} \varphi\left(x_{m}^{l}\right)\right\}$, which can also be written as
$W\left(\Gamma_{i j}\right)=\left\{\varphi \in V_{i}\left(\Gamma_{i j}\right): \varphi=\sum_{m=1}^{n_{0}(i, j)} \varphi\left(x_{m}\right) \phi_{m}+\sum_{m=n_{0}(i, j)+1}^{n(i, j)}\left[\sum_{l=1}^{Q(m)} a_{m}^{l} \varphi\left(x_{m}^{l}\right)\right] \phi_{m}\right\}$.
Note that $\operatorname{dim}\left(W\left(\Gamma_{i j}\right)\right)=\operatorname{dim}\left(V_{0}^{i}\left(\Gamma_{i j}\right)\right)$. Define $W(\Gamma)=\prod_{\Gamma_{i j} \subset \Gamma} W\left(\Gamma_{i j}\right)$. Let $P_{i j}: L^{2}\left(\Gamma_{i j}\right) \rightarrow W\left(\Gamma_{i j}\right)$ be the $L^{2}$ projection operator. For $v \in V(\Omega)$, set $\left.v\right|_{\Omega_{k}}=v_{k}$. Define $V(\Omega)=\prod_{k=1}^{N} V\left(\Omega_{k}\right)$ and

$$
\tilde{V}(\Omega)=\left\{v \in V(\Omega): P_{i j}\left(\left.v_{i}\right|_{\Gamma_{i j}}-\left.v_{j}\right|_{\Gamma_{i j}}\right)=0 \text { for each } \Gamma_{i j} \subset \Gamma\right\}
$$

where $v=\left(v_{1}, v_{2}, \cdots, v_{N}\right)$. Note that we do not require $\tilde{V}(\Omega) \subset H_{0}^{1}(\Omega)$.
Define the local bilinear form

$$
\mathcal{A}_{k}(v, w)=\int_{\Omega_{k}} a \nabla v \cdot \nabla w d x, \quad v, w \in H^{1}\left(\Omega_{k}\right)
$$

The discrete problem of (2.2) is: Find $u_{h} \in \tilde{V}(\Omega)$ such that

$$
\begin{equation*}
\sum_{k=1}^{N} \mathcal{A}_{k}\left(u_{k}, v_{k}\right)=(f, v) \quad \forall v \in \tilde{V}(\Omega) \tag{2.3}
\end{equation*}
$$

It has been shown in [4] that the unique solution $u_{h}$ of the system (2.3) has the optimal error estimate. By introducing the sign function

$$
\sigma_{i j}=\left\{\begin{array}{lc}
1, & i<j \\
-1, & i>j
\end{array}\right.
$$

we define the weak trace operator $B_{k}: V\left(\Omega_{k}\right) \rightarrow W(\Gamma)$ as follows:

$$
\left.\left(B_{k} u\right)\right|_{\Gamma_{i j}}=\left\{\begin{array}{c}
\sigma_{i j} P_{i j}\left(\left.u_{k}\right|_{\Gamma_{i j}}\right), \quad \Gamma_{i j} \subset \partial \Omega_{k} \\
0, \quad \Gamma_{i j} \not \subset \partial \Omega_{k}
\end{array}\right.
$$

Define the operators $A: V(\Omega) \rightarrow V(\Omega)$ and $B: V(\Omega) \rightarrow W(\Gamma)$ respectively by

$$
(A v, w)=\sum_{k=1}^{N} \mathcal{A}_{k}\left(v_{k}, w_{k}\right), \quad \forall w \in V(\Omega)
$$

and

$$
B v=\sum_{k=1}^{N} B_{k} v_{k}, \quad v \in V(\Omega)
$$

It is clear that $A$ is a symmetric and positive semi-definite operator. Moreover, $A$ has the block structure

$$
A=\operatorname{diag}\left(A_{1} A_{2} \cdots A_{N}\right)
$$

where $A_{k}$ is the operator defined by the bilinear form $\mathcal{A}_{k}(\cdot, \cdot)$.
It is easy to see that the space $\tilde{V}(\Omega)$ can be written as

$$
\tilde{V}(\Omega)=\{v \in V(\Omega): B v=0\}
$$

Then (2.3) is equivalent to the saddle-point problem: Find $(\bar{u}, \lambda) \in V(\Omega) \times$ $W(\Gamma)$ such that

$$
\left\{\begin{array}{l}
A \bar{u}+B^{t} \lambda=f  \tag{2.4}\\
B \bar{u}=0
\end{array}\right.
$$

Hereafter, $B^{t}: W(\Gamma) \rightarrow V(\Omega)$ denotes the dual of $B$, which satisfies

$$
\left(B^{t} \mu, v\right)=\langle\mu, B v\rangle, \quad \forall \mu \in W(\Gamma), v \in V(\Omega)
$$

with $\langle\cdot, \cdot\rangle$ denoting the $L^{2}(\Gamma)$ inner product.
It is known that the interface unknown $\lambda$ is the Lagrange multiplier for the constraint $B \bar{u}=0$. Moreover, the solution of (2.4) is also unique, which is equivalent to the condition that

$$
\begin{equation*}
\operatorname{ker}(A) \cap \operatorname{ker}(B)=\{0\} . \tag{2.5}
\end{equation*}
$$

Although the operator $A$ is block diagonal, the system (2.4) can not be solved in the standard way (refer to [18] and [13]). The main difficulty is that the local operators $A_{k}$ associated with the internal subdomains are singular.

### 2.2 Interface equation

For convenience's sake, we derive the interface equation of $\lambda$ in operator language (compare [10] and [20]).

Let $A^{+}$be the pseudoinverse of the operator $A$. A solution $u_{h}$ of the first equation in (2.4) exists if and only if $f-B^{t} \lambda \in \operatorname{range}(A)$. Hence,

$$
\begin{equation*}
u_{h}=A^{+}\left(f-B^{t} \lambda\right)+u_{0} \text { if } f-B^{t} \lambda \perp \operatorname{ker}(A) \tag{2.6}
\end{equation*}
$$

where $u_{0} \in \operatorname{ker}(A)$ remains to be determined. Substituting $u_{h}$ from (2.6) into the second equation of (2.4), yields

$$
\begin{equation*}
B A^{+}\left(f-B^{t} \lambda\right)+B u_{0}=0 \tag{2.7}
\end{equation*}
$$

Moreover, by the condition $f-B^{t} \lambda \perp \operatorname{ker}(A)$, we deduce

$$
\begin{equation*}
\left\langle\lambda, B v_{0}\right\rangle=\left(f, v_{0}\right), \quad \forall v_{0} \in \operatorname{ker}(A) \tag{2.8}
\end{equation*}
$$

Define

$$
\bar{W}=\left\{\mu \in W(\Gamma): \mu \perp B v_{0}, \forall v_{0} \in \operatorname{ker}(A)\right\}
$$

and let $P: W(\Gamma) \rightarrow \bar{W}$ denote the $L^{2}$ projection with respect to the $L^{2}$ inner product on $\Gamma$. Since $P B u_{0}=0$, it follows by (2.7) that

$$
\begin{equation*}
P S \lambda=P g \tag{2.9}
\end{equation*}
$$

where

$$
S=B A^{+} B^{t}, g=B A^{+} f
$$

Any solution $\lambda$ of (2.8) and (2.9) yields the same solution $u_{h}$ of (2.4) by using (2.6) if $u_{0}$ is determined by (2.7)

$$
\left\langle B u_{0}, B v_{0}\right\rangle=-\left\langle B A^{+}\left(f-B^{t} \lambda\right), B v_{0}\right\rangle, \quad \forall v_{0} \in \operatorname{ker}(A)
$$

Let $\lambda_{0} \in W(\Gamma)$ be a particular solution of (2.8). Then, any solution of (2.9) may be written in the form

$$
\lambda=\lambda_{0}+\bar{\lambda}, \quad \bar{\lambda} \in \bar{W}
$$

Substituting it into (2.9), yields

$$
\begin{equation*}
P S \bar{\lambda}=\bar{g}, \quad \bar{\lambda} \in \bar{W} \tag{2.10}
\end{equation*}
$$

with $\bar{g}=P\left(g-S \lambda_{0}\right)$.
The operator $P S: \bar{W} \rightarrow \bar{W}$ is symmetric and positive definite on the subspace $\bar{W}$ (refer to [21]), so we can solve (2.9) by PCG method on this subspace (refer to [10]). The effectiveness of this method depends on preconditioner of $P S$. Note that the action of the projection $P$ is very cheap to implement, because $\operatorname{ker}(A)$ consists of piecewise constant functions with respect to the initial division of $\Omega$.

## 3. Preconditioner

In this section, we construct a substructuring preconditioner for the interface operator $P S$. To make the preconditioner to be more precise, we introduce positive constants $\alpha_{k}$ and $\beta_{k}$, which are defined by

$$
\begin{equation*}
\alpha_{k} \leq a(x) \leq \beta_{k}, \quad \forall x \in \Omega_{k}(k=1, \cdots, N) . \tag{3.1}
\end{equation*}
$$

### 3.1 Motivation

Since the operators $A$ and $B$ have natural block structures, the operator $S$ can be written as

$$
S=\sum_{k=1}^{N} B_{k} A_{k}^{+} B_{k}^{t},
$$

where $A_{k}^{+}$is the pseudoinverse of the local operator $A_{k}: V\left(\Omega_{k}\right) \rightarrow V\left(\Omega_{k}\right)$. Let $I_{k}$ denote the identity operator on $V\left(\Omega_{k}\right)$. Define $\bar{A}_{k}=A_{k}+d^{-2} \alpha_{k} I_{k}$ and

$$
\bar{S}=\sum_{k=1}^{N} B_{k} \bar{A}_{k}^{-1} B_{k}^{t}
$$

Let $n_{k}$ denote the dimension number of the space $V\left(\Omega_{k}\right)$. Throughout this paper, let $C$ denote the generic constant independent of $n_{k}$ and $d$. For convenience, following [28], the symbols $\gtrsim, \gtrsim$ and $\bar{\approx}$ will be used in the rest of this paper. $x_{1} \lesssim y_{1}, x_{2} \gtrsim y_{2}$ and $x_{3} \gtrsim y_{3}$, mean that $x_{1} \leq C_{1} y_{1}, x_{2} \geq C_{2} y_{2}$ and $C_{3} x_{3} \leq y_{3} \leq C_{3} x_{3}$ for some constants $C_{1}, C_{2}, C_{3}$ and $C_{3}$ and are independent of the dimensional number of the approximate spaces.

To explain our idea, we need an equivalence result.
Lemma 3.1. The operator $S$ is spectrally equivalent to the operator $\bar{S}$ on the subspace $\bar{W}$.

The above lemma tells us that $P S$ and $P \bar{S}$ are also spectrally equivalent on $\bar{W}$, and so we only need to construct an efficient preconditioner for $P \bar{S}$. The preconditioner would possess the form of $P M^{-1}$, where $M: W(\Gamma) \rightarrow W(\Gamma)$ is an efficient preconditioner for $\bar{S}$. For a face $\Gamma_{i j} \subset \Gamma$, let $I_{i j}^{t}: W\left(\Gamma_{i j}\right) \rightarrow$ $W(\Gamma)$ denote the zero extension operator. It is clear that $W(\Gamma)$ has the direct sum decomposition

$$
W(\Gamma)=\sum_{\Gamma_{i j}} I_{i j}^{t} W\left(\Gamma_{i j}\right) .
$$

Thus, we may define $M$ as a block-diagonal operator, such that each block of $M$ is spectrally equivalent to the restriction operator of $\bar{S}$ on a local space $W\left(\Gamma_{i j}\right)$.

### 3.2 Main result

For each face $\Gamma_{i j} \subset \Gamma$, let $I_{i j}: W(\Gamma) \rightarrow W\left(\Gamma_{i j}\right)$ denote the natural restriction operator, which is the dual of $I_{i j}^{t}$ with respect to the $L^{2}(\Gamma)$ inner product. For each $k$, define $R_{k}: W(\Gamma) \rightarrow V\left(\Omega_{k}\right)$ by $R_{k}=\bar{A}_{k}^{-1} B_{k}^{t}$. Let $\langle\cdot, \cdot\rangle_{\Gamma_{i j}}$ denote the $L^{2}$ inner product on the local interface $\Gamma_{i j}$, and let the operators $S_{i j}^{i}, S_{i j}^{j}: W\left(\Gamma_{i j}\right) \rightarrow W\left(\Gamma_{i j}\right)$ be defined by

$$
\begin{array}{ll}
\left\langle S_{i j}^{i} \lambda_{i j}, \mu_{i j}\right\rangle_{\Gamma_{i j}}=\left(\bar{A}_{i} R_{i} I_{i j}^{t} \lambda_{i j}, R_{i} I_{i j}^{t} \mu_{i j}\right)_{\Omega_{i}}, & \forall \mu_{i j} \in W\left(\Gamma_{i j}\right) \\
\left\langle S_{i j}^{j} \lambda_{i j}, \mu_{i j}\right\rangle_{\Gamma_{i j}}=\left(\bar{A}_{j} R_{j} I_{i j}^{t} \lambda_{i j}, R_{j} I_{i j}^{t} \mu_{i j}\right)_{\Omega_{j}}, & \forall \mu_{i j} \in W\left(\Gamma_{i j}\right) .
\end{array}
$$

Define $S_{i j}=S_{i j}^{i}+S_{i j}^{j}$. It is easy to see that $S_{i j}$ is just the restriction of the operator $\bar{S}$ on $W\left(\Gamma_{i j}\right)$.

Let $\Lambda_{i j}: W\left(\Gamma_{i j}\right) \rightarrow W\left(\Gamma_{i j}\right)$ be a symmetric and positive definite operator. Assume that the operator $\Lambda_{i j}$ is spectrally equivalent to the operator $S_{i j}^{-1}$. We define the preconditioner $M$ by

$$
\begin{equation*}
M^{-1}=\sum_{\Gamma_{i j}} I_{i j}^{t} \Lambda_{i j} I_{i j} \tag{3.2}
\end{equation*}
$$

Throughout this paper, we assume that the local multiplier space $W\left(\Gamma_{i j}\right)$ is associated with the local trace space $V_{i}\left(\Gamma_{i j}\right)$ (to distinguish it from $V_{j}\left(\Gamma_{i j}\right)$ ). When the coefficient $a(x)$ has a large jump across the local interface $\Gamma_{i j}$, we need a particular choice of the index $i$. Note that in applications there are a few such local interfaces at most. In this case, choose the index $i$ such that one of the following conditions is satisfied.

$$
\begin{aligned}
& H_{1}: \alpha_{i} \leq \alpha_{j} \\
& H_{2}: V_{i}^{0}\left(\Gamma_{i j}\right) \subset V_{j}^{0}\left(\Gamma_{i j}\right) \text { or } h_{j} \ll h_{i}
\end{aligned}
$$

Remark 3.1. The relation $V_{i}\left(\Gamma_{i j}\right) \subset V_{j}\left(\Gamma_{i j}\right)$ means that the grids on $\Gamma_{i j}$ are matching or nested. It is clear that we do not need to choose a particular index $i$ for the case of matching grids. If the condition $\mathrm{H}_{2}$ can not be satisfied, we then choose the index $i$ in according to the condition $H_{1}$. Note that this particular choice of the index $i$ will not influence applications of our method.
Theorem 3.1. Let the operator $M^{-1}$ be defined by (3.2). Then,

$$
\begin{equation*}
\operatorname{cond}\left(P M^{-1} P S\right) \leq C[1+\log (d / h)]^{2} \tag{3.3}
\end{equation*}
$$

where $h=\min _{1 \leq k \leq N} h_{k}$. If the condition $H_{1}$ or $H_{2}$ is satisfied, the constant $C$ in (3.3) is bounded by $\max _{1 \leq k \leq N}\left(\beta_{k} / \alpha_{k}\right)$, which is independent of the jump of the coefficient $a(x)$ across the local interface $\Gamma_{i j}$.

The proof of this theorem depends on a squence of Lemmas. Here, we omit it.

## 4. On the local solvers $\Lambda_{i j}$

When the local multiplier space $W\left(\Gamma_{i j}\right)$ has low dimensions, the action of the inverse $S_{i j}^{-1}$ can be implemented exactly. Otherwise, we have to develope a cheaper solver which would be spectrally equivalent to $S_{i j}^{-1}$. To this end, we need two additional results.

### 4.1 Extension theorem of $\boldsymbol{H}^{\frac{1}{2}}$-norm

The following result is of interest itself, the proof of which is technical.
Theorem 4.1. (extension theorem) Let $\Omega_{i}$ be a tetrahedron or hexahedron, and $\Gamma_{i j}$ be a face of $\Omega_{i}$. Then, there is a linear extension operator $E: V_{i}\left(\Gamma_{i j}\right) \rightarrow$ $V\left(\partial \Omega_{i}\right)$, such that

$$
\begin{equation*}
\left.(E v)\right|_{\Gamma_{i j}}=v \text { and }\|E v\|_{\frac{1}{2}, \partial \Omega_{i}} \lesssim\|v\|_{\frac{1}{2}, \Gamma_{i j}}, \quad v \in V_{i}\left(\Gamma_{i j}\right) \tag{4.1}
\end{equation*}
$$

### 4.2 Spectrally equivalent operator to $\boldsymbol{S}_{i j}^{-1}$

The following result is the basis to design a cheap $\Lambda_{i j}$. The proof will use Theorem 4.1.

Theorem 4.2. Let $\tilde{\Lambda}_{i j}: \underset{\sim}{W}\left(\Gamma_{i j}\right) \rightarrow W\left(\Gamma_{i j}\right)$ be a symmetric and positive definite operator satisfying $\left\langle\tilde{\Lambda}_{i j}, \cdot \cdot\right\rangle_{\Gamma_{i j}} \stackrel{\bar{\sim}}{\sim}\|\cdot\|_{\frac{1}{2}, \Gamma_{i j}}^{2}$. Then, for any $\mu_{i j} \in W\left(\Gamma_{i j}\right)$, we have (when $H_{1}$ is satisfied)

$$
\begin{equation*}
\alpha_{i}\left\langle\tilde{\Lambda}_{i j} \mu_{i j}, \mu_{i j}\right\rangle_{\Gamma_{i j}} \lesssim\left\langle S_{i j}^{-1} \mu_{i j}, \mu_{i j}\right\rangle_{\Gamma_{i j}} \lesssim \beta_{i}\left\langle\tilde{\Lambda}_{i j} \mu_{i j}, \mu_{i j}\right\rangle_{\Gamma_{i j}} \tag{4.2}
\end{equation*}
$$

or (when $\mathrm{H}_{2}$ is satisfied)

$$
\begin{equation*}
\frac{1}{\alpha_{i}^{-1}+\alpha_{j}^{-1}} \cdot\left\langle\tilde{\Lambda}_{i j} \mu_{i j}, \mu_{i j}\right\rangle_{\Gamma_{i j}} \lesssim\left\langle S_{i j}^{-1} \mu_{i j}, \mu_{i j}\right\rangle_{\Gamma_{i j}} \lesssim \frac{1}{\beta_{i}^{-1}+\beta_{j}^{-1}} \cdot\left\langle\tilde{\Lambda}_{i j} \mu_{i j}, \mu_{i j}\right\rangle_{\Gamma_{i j}} \tag{4.3}
\end{equation*}
$$

### 4.3 Cheap local solvers

It is easy to see that

$$
\frac{\alpha_{i}^{-1}+\alpha_{j}^{-1}}{\beta_{i}^{-1}+\beta_{j}^{-1}} \leq \max \left\{\frac{\beta_{i}}{\alpha_{i}}, \frac{\beta_{j}}{\alpha_{j}}\right\} .
$$

Thus, it follows by Theorem 4.2 that the desired operator $\Lambda_{i j}$ would be defined as

$$
\Lambda_{i j}=\alpha_{i} \tilde{\Lambda}_{i j}\left(\text { when } H_{1} \text { is satisfied }\right)
$$

or

$$
\Lambda_{i j}=\frac{1}{\alpha_{i}^{-1}+\alpha_{j}^{-1}} \cdot \tilde{\Lambda}_{i j}\left(\text { when } H_{2} \text { is satisfied }\right)
$$

so that the condition number of the preconditioned system is independent of the jump of the coefficient $a(x)$ across the local interface $\Gamma_{i j}$.
We first give a choice of the local operator $\tilde{\Lambda}_{i j}$ by using discrete norms of linear finite element function.

For each $\Gamma_{i j} \subset \Gamma$, define the operator $\tilde{\Lambda}_{i j}: W\left(\Gamma_{i j}\right) \rightarrow W\left(\Gamma_{i j}\right)$ by

$$
\begin{align*}
\left\langle\tilde{\Lambda}_{i j} \varphi, \psi\right\rangle_{\Gamma_{i j}} & =h_{i}^{4} \sum_{\substack{x_{m}, x_{n} \in \mathcal{T}_{i j} \\
x_{m} \neq x_{n}}} \frac{\left(\varphi\left(x_{m}\right)-\varphi\left(x_{n}\right)\right)\left(\psi\left(x_{m}\right)-\psi\left(x_{n}\right)\right)}{\left|x_{m}-x_{n}\right|^{3}}(4.4) \\
& +d^{-1} h_{i}^{2} \sum_{x_{l} \in \mathcal{T}_{i j}} \varphi\left(x_{l}\right) \psi\left(x_{l}\right), \quad \varphi, \psi \in W\left(\Gamma_{i j}\right) . \tag{4.5}
\end{align*}
$$

In particular, for the nodal basis $\left\{\varphi_{l}\right\}$ of $W\left(\Gamma_{i j}\right)$, we have

When $\psi=\varphi$, the right hand side of (4.5) is just the discrete form of the norm $\|\varphi\|_{\frac{1}{2}, \Gamma_{i j}}^{2}$ (refer to [28]), so $\left\langle\tilde{\Lambda}_{i j}, \cdot\right\rangle_{\Gamma_{i j}}$ is spectrally equivalent to the norm $\|\cdot\|_{\frac{1}{2}, \Gamma_{i j}}^{2}$ on $W\left(\Gamma_{i j}\right)$.

Now, we describe the action of the local solver $\tilde{\Lambda}_{i j}$. We only need to explain how to get $\tilde{\Lambda}_{i j} \mu \in W\left(\Gamma_{i j}\right)$ from $\mu \in W\left(\Gamma_{i j}\right)$.

As in Section 2, set $\operatorname{dim}\left(W\left(\Gamma_{i j}\right)\right)=n_{0}(i, j)$. Let $M_{i j}$ denote the (sparse) mass matrix with the entries $\left\langle\varphi_{m}, \varphi_{n}\right\rangle_{\Gamma_{i j}}$, and $K_{i j}$ denote the matrix with the entries $\left\langle\tilde{\Lambda}_{i j} \varphi_{m}, \varphi_{n}\right\rangle_{\Gamma_{i j}}\left(m, n=1, \cdots, n_{0}(i, j)\right)$. For $\mu \in W\left(\Gamma_{i j}\right)$, let $\mu$ and $\tilde{\Lambda}_{i j} \mu$ be written as

$$
\mu=\sum_{l} a_{l} \varphi_{l} \text { and } \tilde{\Lambda}_{i j} \mu=\sum_{m} z_{m} \varphi_{m} .
$$

Define the vectors $b=\left(a_{1} a_{2} \cdots a_{n_{0}(i, j)}\right)^{t}$ and $\chi=\left(z_{1} z_{2} \cdots z_{n_{0}(i, j)}\right)^{t}$. By the equation

$$
\sum_{m} z_{m} \varphi_{m}=\sum_{l} a_{l} \tilde{\Lambda}_{i j} \varphi_{l},
$$

we know that the unknown $\chi$ can be obtained by

$$
\begin{equation*}
M_{i j} \chi=K_{i j} b . \tag{4.6}
\end{equation*}
$$

Remark 4.1. We would like to compare the arithmetic complexity of the local solver $\tilde{\Lambda}_{i j}$ with that of the existing local solvers. Here, we consider only the number of multiplication of the direct algorithm. It is easy to see that solving $\chi$ by (4.6) needs only $O\left(n_{0}^{2}(i, j)\right)$ multiplications. But, computation of $S_{i j}^{-1}$ (see Section 3) or solving a Dirichlet problem on $\Omega_{i}$ (for FETI method) needs $O\left(n_{0}^{3}(i, j)\right)$ multiplications, since $S_{i j}$ results in a dense stiffness matrix, and a Dirichlet problem on $\Omega_{i}$ has $O\left(n_{0}^{\frac{3}{2}}(i, j)\right)$ unknowns. We point out that we do not need to make a particular requirement for the meshes on $\Gamma_{i j}$ here. This is a very important merit in DDMs for three- dimensional problems. If the meshes on $\Gamma_{i j}$ have particular structure, we can decrease the number of the multiplications by defining a special operator $\tilde{\Lambda}_{i j}$.
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#### Abstract

In this paper, we investigate the consistency and the approximation properties of h-p clouds methods. For this purpose, a special partition of unity function space in which inverse inequalities can be established is constructed. The optimal error estimate for the h-p clouds Galerkin methods is then established. The convergence rates are measured by the radius of influence domains of weight functions instead of the mesh size as usually used in the finite element analysis.
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## 1. Introduction

There is a growing interest in the so-called "meshless" methods. It may be partly traced to high costs involved in meshing and remeshing procedures. Modelling of adapting domain geometry, fracture, fragment and similar phenomena requires considerable remeshing efforts, which can easily constitute the largest portion of analysis costs.

Recent literatures on the convergence of meshless methods can be found in $[1,7,8,10]$. Some general results on the partition of unity finite element methods are provided in [1] by using technique of Taylor expansion, Liu et. al in [15] explored the convergence and error estimate of RKPM interpolation
under the assumption that the function to be approximated belongs to $C^{m+1}$ for some $m \geq 1$. The analysis and proofs in [15] are not rigorous, though; e.g. no conditions are identified under which the method is defined, and some statements and proofs seem to be incorrect. A rigorous theoretical analysis of RKPM is given in [10], where in particular optimal order error estimates are derived with the use of the theory of averaged Taylor polynomials introduced in [4]. Duarte and Oden's technique in [7] of proving the local approximation properties for h-p clouds methods is similar to that of showing the convergence for finite element method. For global approximation property of h-p clouds methods, [7] just shows the case of k equal to zero, which can be regarded as a special case of the result of [1]. For arbitrary integer $k$, the essential difficulties are how to glue the local convergence rates into a global one and how to present the global approximation function to the given function. Since local spaces are not complete and partition of unity is not only a tool for gluing local spaces but also admits some order consistency, a direct application of the result of Babus̆ka and Melenk in [1] will not give the satisfied results.

In this paper, we investigate the consistence and the approximation properties of h-p clouds methods ( k is an arbitrary integer) at first, and then we discuss the convergence of h-p clouds Galerkin methods. For this purpose, a special partition of unity function space in which inverse inequalities can be established is constructed. By employing the arguments in [10], applying various techniques of Taylor expansion, theories of average polynomials interpolation, inverse estimate and triangular inequalities, we obtain the optimal error estimate of h-p clouds Galerkin methods. The convergence rates are measured by the radius of influence domains of weight functions instead of the mesh size as usually used in the finite element analysis.

This paper is organized as follows. In section 2, we introduce meshless function spaces. In section 3, we investigate the consistence and the approximation properties of h-p clouds methods. Section 4 is devoted to the convergence of h-p clouds Galerkin methods. The last section gives some concluding remarks.

## 2. Meshless Function Spaces

Often used meshless methods include RKPM [12,13,14], MLSM [2,12,13], PUM [1], h-p clouds method, etc. It is well-known (and easy to verify) that RKPM is equivalent to the moving least squares approximations with shifted monomials. Let $\left\{\Phi_{i}\right\}_{i=1}^{N}$ be shape functions of MLSM [2,12,13] or RKPM [12,13,14]. Denote the MLSM of RKPM function spaces by

$$
\begin{equation*}
V=\left\{f \| f=\sum_{i=1}^{N} \Phi_{i} b_{i}\right\} \tag{2.1}
\end{equation*}
$$

respectively. The consistency for order k of RKPM or MLSM can be found in [2,12,13,14].

Set $A=P W P^{T}$, where the definitions of matrixes P and W can be found in [ $2,12,13]$. P is often called moment matrix. We need to introduce the concept of regularity for a family sets of nodes ( presented first in [10] in the context of RKPM).
Definition 2.1 A family of sets of nodes is said to be regular if there exists a constant $L_{0}>0$ such that $\max _{x \in \bar{\Omega}}\left\|A(x)^{-1}\right\|_{2} \leq L_{0}$ for any set of nodes in the family. Here $\|\cdot\|$ is the matrix spectrum norm.

Let $\left\{X_{i}\right\}_{i=1}^{N}$ be a set of nodes of interest. A necessary condition for regularity of nodes is there exist node $X_{i}$ and a constant $c_{0}$ independent of point $x$ for any point $x$ such that $\left\|\left(x-x_{i}\right)\right\| / h_{i}<c_{0}<1$, where $h_{i}$ are the diameters of the supports of the window functions.

We focus on the case of circle supports of window functions and construct a special kind of partition of unity space here. Let $\left\{X_{i}\right\}_{i=1}^{N}$ be a set of nodes including the nodes on the boundary $\partial \Omega$ and $\left\{\Omega_{i}\right\}_{i=1}^{N}$ be an associated open cover of $\Omega$, which satisfies the regularity and the overlapping condition,i.e, $\forall X \in \Omega, \exists M_{2}$ such that $\operatorname{card}\left\{i \mid X \in \Omega_{i}\right\} \leq M_{2}$. Partition of unity $\left\{\varphi_{i}\right\}_{i=1}^{N}$ are defined by

$$
\begin{equation*}
\varphi_{i}=\omega_{i} / \sum_{i=1}^{N} \omega_{i} \tag{2.2}
\end{equation*}
$$

where

$$
\omega_{i}= \begin{cases}\left(1-\left(\frac{\left\|X-X_{i}\right\|}{h_{i}}\right)^{2}\right)^{p+3} & \frac{\left\|X-X_{i}\right\|}{h_{i}} \leq 1 \\ 0 & \frac{\left\|X-X_{i}\right\|}{h_{i}} \geq 1\end{cases}
$$

A special partition of unity space is defined as following

$$
\begin{equation*}
V^{0}=\operatorname{span}\left\{\sum_{i=1}^{N} \varphi_{i} V_{i}\right\}, \tag{2.3}
\end{equation*}
$$

where $V_{i}=\operatorname{span}\left\{1, \frac{X-X_{i}}{h_{i}}, \cdots,\left(\frac{X-X_{i}}{h_{i}}\right)^{p}\right\}$.
Proposition 2.1 Let $V^{0}$ defined by (2.3), then $V^{0} \subset C^{p+2}(\Omega)$.
For a given partition of unity $\left\{\Phi_{i}\right\}_{i=1}^{N}$ which admits the consistency of order $k$ we denote the so called h -p clouds function space by

$$
F^{k, p}(\Omega)=\left\{f \| f=\sum_{i=1}^{N} \Phi_{i} b_{i}+\sum_{i=1}^{N} \Phi_{i} \sum_{j} c_{j i} p_{j}(X)\right\}
$$

where $p_{j}(X)$ consist of all basis of polynomials of degree greater than $k$ and less than or equal to $p$.

## 3. Convergence of General h-p Clouds Approximations

The convergence of h -p clouds approximation is first investigated by Duarte and Oden [7]. They analyze the local convergence rates of h-p clouds approximations and obtain the global convergence of $\mathrm{h}-\mathrm{p}$ clouds methods for the case of $k=0$. For arbitrary integer $k$, the essential difficulties are how to present the approximate function and how to glue the local convergence rates into a global one. In this section, we shall consider the convergence of general h -p clouds approximations.

First, let us quote some basic results for the approximation properties on RKPM and MLSM from [10].

Theorem 3.1. Let $\left\{\Omega_{i}\right\}_{i=1}^{N}$ be influence domains of MLSM or RKPM shape functions $\left\{\Phi_{i}(x)\right\}_{i=1}^{N}$ which cover $\Omega$. Suppose that the cover satisfied the overlapping condition and the set of nodes admits regularity condition, then

$$
\begin{equation*}
\max _{1 \leq i \leq N} \max _{\beta: \beta \in l}\left\|D^{\beta} \Phi_{i}\right\|_{L^{\infty}\left(\Omega_{i}\right)} \leq \frac{C}{h^{l}} \quad 0 \leq l \leq k, \tag{3.1}
\end{equation*}
$$

where $h$ is the maximum diameter of influence domains of shape functions.

Based on the shape functions $\phi_{i}$, define the interpolation $u_{I}$ of a given function $u$ by

$$
u_{I}(X)=\sum_{i=1}^{N} \Phi_{i}(X) u\left(X_{i}\right)
$$

The interpolation approximation error estimates are stated by the following theorem.

Theorem 3.2. Assume the conditions of Theorem 3.1 hold and suppose $u \in$ $H^{k}(\Omega) \bigcap C^{0}(\Omega)$. If the shape functions $\Phi_{i}$ admit consistency of order $k$, then there hold

$$
\begin{gather*}
\left\|u-u_{I}\right\|_{L^{2}(\Omega)} \leq c h^{k+1}\|u\|_{H^{k+1}(\Omega)}  \tag{3.2}\\
\left\|\nabla\left(u-u_{I}\right)\right\|_{L^{2}(\Omega)} \leq c h^{k}\|u\|_{H^{k+1}(\Omega)} . \tag{3.3}
\end{gather*}
$$

### 3.1 Some Technical Lemmas

We provide some preliminary results in this subsection.

Lemma 3.1. ([15] and [10]) Let $\left\{X_{i}\right\}_{i=1}^{N} \subset \Omega$ be a set of nodes and $\left\{\Omega_{i}\right\}_{i=1}^{N}$ be an associated open cover of $\Omega$. Suppose the cover satisfies the overlapping condition and the nodes are regular. Let $\left\{\Phi_{i}\right\}_{i=1}^{N}$ be a partition of unity corresponding to the cover $\left\{\Omega_{i}\right\}_{i=1}^{N}$ with consistency of order $k$. Then the following
identities hold.

$$
\begin{gather*}
\sum_{i=1}^{N} X_{i}^{\alpha} \Phi_{i}(X)=X^{\alpha} \forall|\alpha| \leq k,  \tag{3.4}\\
\sum_{i=1}^{N}\left(X_{i}-X\right)^{\alpha} \Phi_{i}(X)=\delta_{\alpha 0} \forall|\alpha| \leq k,  \tag{3.5}\\
\sum_{i=1}^{N}\left(X_{i}-X\right)^{\alpha} D^{\beta} \Phi_{i}(X)=\beta!\delta_{\alpha \beta} \forall|\alpha|,|\beta| \leq k . \tag{3.6}
\end{gather*}
$$

Lemma 3.2. (inverse estimate) Let $f(X)$ and $g(X)$ be polynomials of order $p$ in $\Omega_{i}$ with diameter $h_{i}$. Assume there exist constants $c_{1}>0$ and $c_{2}>0$ such that

$$
c_{1} \leq|f(x)| \leq c_{2},
$$

then the following inverse estimates,

$$
\begin{equation*}
\left\|D^{\beta}\left(\frac{f(X)}{g(X)}\right)\right\|_{q, \Omega_{i}} \leq c h^{-|\beta|+|l|}\left\|D^{l}\left(\frac{f(X)}{g(X)}\right)\right\|_{q, \Omega_{i}}|l| \leq|\beta| \leq p \tag{3.9}
\end{equation*}
$$

Proof First of all, by similar arguments in finite element method through a linear transformation, we can show the inverse estimate for any polynomial $F(X)$,

$$
\left\|\nabla^{\beta} F\right\|_{q, \Omega_{i}}=C h^{|l|-|\beta|}\left\|\nabla^{l} F\right\|_{q, \Omega_{i}} \quad \forall 1 \leq q \leq \infty .
$$

To prove (3.9), denote $z(X)=\frac{f(X)}{g(X)}$. A direct calculation gives

$$
\begin{aligned}
|\nabla z(X)| & =\left|\frac{\nabla g(X)}{f(X)}-\frac{\nabla f(X) g(X)}{f^{2}(X)}\right| \\
& \leq\left|\frac{\nabla g(X)}{f(X)}\right|+\left|\frac{-\nabla f(X) g(X)}{f^{2}(x)}\right| \\
& \leq C\left(|\nabla g(X)|+\left|\frac{-\nabla f(X)}{f(X)}\right||z(X)|\right) \\
& \leq C\left(|\nabla g(X)|+h^{-1} \mid z(X)\right) \mid,
\end{aligned}
$$

which leads to

$$
\begin{aligned}
\|\nabla z\|_{q, \Omega_{i}} & \leq C\left(\|\nabla g\|_{q, \Omega_{i}}+h^{-1}\|z\|_{q, \Omega_{i}}\right) \\
& \leq C h^{-1}\left(\|g\|_{q, \Omega_{i}}+\|z\|_{q, \Omega_{i}}\right) \\
& \leq C h^{-1}\|z\|_{q, \Omega_{i}}
\end{aligned}
$$

It is obvious that

$$
\nabla^{\alpha}\left(\frac{g}{f}\right)=\frac{G}{F}
$$

where $F$ and $G$ are polynomials and $F=f^{|\alpha|+1}$. By induction, we can conclude that (3.9) holds. $\diamond$

### 3.2 Approximation Properties of $\boldsymbol{V}^{\mathbf{0}}$

Now we investigate the properties of the partition of unity function space $V^{0}$.

Lemma 3.3. Let $V$ be the special partition of unity function space defined in section 2.3. Assume the nodes $\left\{X_{i}\right\}_{i=1}^{N}$ admit the regularity condition. Then any components $v_{i}(X)=\varphi_{i} V(X) \in V^{0}$ satisfy the following inverse estimate,

$$
\begin{equation*}
\left|D^{\beta} v_{i}\right|_{q, \Omega_{i}} \leq c h^{l-\beta}\left|D^{l} v_{i}\right|_{q, \Omega_{i}} \quad|l| \leq|\beta| \leq p+1 \tag{3.10}
\end{equation*}
$$

Proof By the definition of the partition of unity function space, it suffices to establish the result for the following mode functions

$$
z(x)=\omega_{i}(X)\left(\frac{X-X_{i}}{h_{i}}\right)^{l} / \sum_{i=1}^{N} \omega_{i} l \leq p
$$

Set $g(X)=\omega_{i}(X)\left(\frac{X-X_{i}}{h_{i}}\right)^{l}, f(X)=\sum_{i=1}^{N} \omega_{i}(X)$. By the regularity of nodes, $\forall X \in \Omega$, there exists $X_{i}$ such that $\left\|X-X_{i}\right\| / h_{i} \leq c_{0}<1$, where $c_{0}$ is a positive constant, therefore there are two positive constants $c_{1}$ and $c_{2}$ such that $c_{1} \leq|f(X)| \leq c_{2}$. The conclusion immediately follows from lemma 3.2. $\diamond$ A direct result of Theorem 3.6 is the following corollary:

Corollary 3.1 Assume the assumptions of lemma 3.2 hold. Let $\left\{\varphi_{i}\right\}_{i=1}^{N}$ be the special partition of unity defined in section 2.3 , then the following estimates hold:

$$
\begin{equation*}
\left|D^{\alpha} \varphi_{i}\right|_{L^{\infty}(\Omega)} \leq c_{\alpha} / h^{|\alpha|} \quad i=1, \cdots, N \tag{3.11}
\end{equation*}
$$

where $c_{\alpha}>0$ is a constant.
Now, we discuss convergence of partition of unity approximations, We have

Theorem 3.3. Let $V^{0}$ be the special partition of unity function space defined in section 2.3 and assume $u(X) \in H^{p+1}(\Omega)$. Further, assume the nodes are regular. Then there exists $u_{I}(X) \in V^{0}$ such that

$$
\begin{equation*}
\left|u-u_{I}\right|_{H^{l}(\Omega)} \leq c h^{p+1-l}|u|_{H^{p+1}(\Omega)} \quad 0 \leq l \leq p+1 \tag{3.12}
\end{equation*}
$$

Proof $\forall \Omega_{i}$, let $Q_{i}^{p+1} u(X)$ be the TAPI (Taylor Average Polynomial Interpolation) of degree p of $u(x)$ over $\Omega_{i}$ (see [13,10] for details). By the definition of local approximation spaces of $V_{i}$, there exist $b_{j i}$ on $\Omega_{i}$ such that

$$
u_{i a p}=\sum_{j} b_{j i} p_{j}(X)=Q_{i}^{p+1} u(X)
$$

By the approximation estimates of TAPI $[13,10]$

$$
\left|u-u_{i a p}\right|_{H^{l}\left(\Omega_{i} \cap \Omega\right)} \leq c h^{p+1-l}|u|_{H^{p+1}\left(\Omega_{i} \cap \Omega\right)} \quad 0 \leq l \leq p+1
$$

Denote

$$
u_{I}(X)=\sum_{i=1}^{N} \varphi_{i}(X) u_{i a p}(X)
$$

Then

$$
\left|u-u_{I}\right|_{H^{l}(\Omega)}=\left|u-\sum_{i=1}^{N} \varphi_{i} u_{i a p}\right|_{H^{l}(\Omega)}
$$

For given $\alpha \leq l$, by Hŏlder's inequality, Corollary 3.1 and approximation of TAPI, we have

$$
\begin{aligned}
& \sum_{|\beta|=\alpha}\left\|D^{\beta}\left[\varphi_{i}\left(u-u_{i a p}\right)\right]\right\|_{L^{2}\left(\Omega_{i}\right)}^{2} \\
& =\quad \sum_{|\beta|=\alpha}\left\|\sum_{j=0}^{\beta} C_{\beta}^{j} D^{j} \varphi_{i} D^{\beta-j}\left(u-u_{i a p}\right)\right\|_{L^{2}\left(\Omega_{i}\right)}^{2} \\
& \leq \quad c \sum_{|\beta|=\alpha} \sum_{j=0}^{\beta}\left\|D^{j} \varphi_{i}\right\|_{L^{\infty}\left(\Omega_{i}\right)}^{2}\left\|D^{\beta-j}\left(u-u_{i a p}\right)\right\|_{L^{2}\left(\Omega_{i}\right)}^{2} \\
& \leq \quad c \sum_{|\beta|=\alpha} \sum_{j=0}^{\beta} \frac{1}{\left(h_{i}\right)^{2|j|}}\left(h_{i}\right)^{2 p+2-2|\beta|+2|j|}|u|_{H^{p+1}\left(\Omega_{i}\right)}^{2} \\
& \leq \quad c h_{i}^{2 p+2-2 \alpha}|u|_{H^{p+1}\left(\Omega_{i}\right)}^{2}
\end{aligned}
$$

where $h_{i}$ is the radius of $\Omega_{i}$, the diameter of the influence domain. Using overlapping conditions we obtain

$$
\begin{aligned}
\left|u-u_{I}\right|_{H^{l}(\Omega)}^{2} & =\left|\sum_{i=1}^{N} \varphi_{i}\left(u-u_{\text {iap }}\right)\right|_{H^{l}(\Omega)}^{2} \\
& \leq c \sum_{i=1}^{N}\left|\varphi_{i}\left(u-u_{i a p}\right)\right|_{H^{l}\left(\Omega_{i}\right)}^{2} \\
& =c \sum_{i=1}^{N}\left(\sum_{|\beta|=l}\left\|D^{\beta}\left(\varphi_{i}\left(u-u_{i a p}\right)\right)\right\|_{L^{2}\left(\Omega_{i}\right)}^{2}\right) \\
& \leq c \sum_{i=1}^{N} h_{i}^{2 p+2-2 l}|u|_{H^{P+1}\left(\Omega_{i}\right)}^{2}
\end{aligned}
$$

Let $h=\max \left(h_{i}\right)$. We have

$$
\left|u-u_{I}\right|_{H^{l}(\Omega)} \leq c \sum_{i=1}^{N} h_{i}^{p+1-l}|u|_{H^{P+1}\left(\Omega_{i}\right)} \leq c h^{p+1-l}|u|_{H^{P+1}(\Omega)}
$$

which completes the proof. $\diamond$

### 3.3 Convergence of General h-p clouds Approximations

Below we establish an important preliminary result.
Theorem 3.4. Let $u(X) \in V^{0}$ be the special partition of unity function space and $F^{k, p}(\Omega)$ be the $h$-p clouds function space defined in section 2. Assume the nodes $\left\{X_{i}\right\}_{i=1}^{N}$ are regular and overlapping condition satisfied. Then, there exists $u_{I}(X) \in F^{k, p}(\Omega)$ such that

$$
\left|u-u_{I}\right|_{W^{l, q}(\Omega)} \leq c h^{p+1-l}|u|_{W^{p+1, q}(\Omega)} \quad l=0,1
$$

Proof Set

$$
u_{I}(X)=\sum_{i=1}^{N} u_{i} \Phi_{i}+\sum_{i=1}^{N} \Phi_{i} \sum_{j} b_{j i} p_{j}
$$

where $b_{j i}$ are to be coefficients which are evaluated later. For $X \in \Omega_{j}$, because $u(X) \in C^{p+2}$, expanding $u_{i}$ at the point X , we obtain

$$
\begin{aligned}
u_{i}=u\left(X_{i}\right) & =\sum_{|\alpha| \leq k} \frac{1}{\alpha!}\left(X_{i}-X\right)^{\alpha} D_{X}^{\alpha} u(X) \\
& +\sum_{k+1 \leq|\alpha| \leq p} \frac{1}{\alpha!}\left(X_{i}-X\right)^{\alpha} D_{X}^{\alpha} u(X) \\
& +\sum_{|\alpha|=p+1} \frac{1}{\alpha!}\left(X_{i}-X\right)^{\alpha} D_{X}^{\alpha} u\left(X+\theta\left(X_{i}-X\right)\right)
\end{aligned}
$$

For $k+1 \leq|\alpha| \leq p$, Taylor expansion of $D_{X}^{\alpha} u(X)$ at the point $X_{i}$ yields

$$
\begin{aligned}
D_{X}^{\alpha} u(X) & =\sum_{|\beta| \leq p-|\alpha|}(-1)^{\beta} \frac{D_{X}^{\alpha+\beta} u\left(X_{i}\right)}{\beta!}\left(X_{i}-X\right)^{\beta} \\
& +\sum_{|\beta|=p-|\alpha|+1}(-1)^{\beta} \frac{D_{X}^{\alpha+\beta} u\left(X_{i}+\tilde{\theta}\left(X-X_{i}\right)\right.}{\beta!}\left(X_{i}-X\right)^{\beta}
\end{aligned}
$$

which leads to

$$
\begin{aligned}
u\left(X_{i}\right) & =\sum_{|\alpha| \leq k} \frac{1}{\alpha!}\left(X_{i}-X\right)^{\alpha} D_{X}^{\alpha} u(X) \\
& +\sum_{k+1 \leq|\alpha| \leq p} \frac{1}{\alpha!}\left(X_{i}-X\right)^{\alpha}\left\{\sum_{|\beta| \leq p-|\alpha|}(-1)^{\beta} \frac{D_{X}^{\alpha+\beta} u\left(X_{i}\right)}{\beta!}\left(X_{i}-X\right)^{\beta}\right. \\
& \left.+\sum_{|\beta|=p-|\alpha|+1}(-1)^{\beta} \frac{D_{X}^{\alpha+\beta} u\left(X_{i}+\tilde{\theta}\left(X-X_{i}\right)\right)}{\beta!}\left(X_{i}-X\right)^{\beta}\right\} \\
& +\sum_{|\alpha|=p+1} \frac{1}{\alpha!}\left(X_{i}-X\right)^{\alpha} D_{X}^{\alpha} u\left(X+\theta\left(X_{i}-X\right)\right)
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
u_{I}(X)= & \sum_{i=1}^{N} \Phi_{i} \sum_{|\alpha| \leq k} \frac{1}{\alpha!}\left(X_{i}-X\right)^{\alpha} D_{X}^{\alpha} u(X) \\
+ & \sum_{i=1}^{N} \Phi_{i} \sum_{k+1 \leq|\alpha| \leq p} \frac{1}{\alpha!}\left(X_{i}-X\right)^{\alpha} \\
& \sum_{|\beta| \leq p-|\alpha|}(-1)^{\beta} \frac{D_{X}^{\alpha+\beta} u\left(X_{i}\right)}{\beta!}\left(X_{i}-X\right)^{\beta} \\
+ & \sum_{i=1}^{N} \Phi_{i} \sum_{j} b_{j i} p_{j}+r
\end{aligned}
$$

where the remainder $r$ is given by

$$
\begin{aligned}
r= & \sum_{i=1}^{N} \Phi_{i} \sum_{k+1 \leq|\alpha| \leq p} \frac{1}{\alpha!}\left(X_{i}-X\right)^{\alpha} \\
& \sum_{|\beta|=p-|\alpha|+1}(-1)^{\beta} \frac{D_{X}^{\alpha+\beta} u\left(X_{i}+\theta\left(X-X_{i}\right)\right)}{\beta!}\left(X_{i}-X\right)^{\beta} \\
+ & \sum_{i=1}^{N} \Phi_{i} \sum_{|\alpha|=p+1} \frac{1}{\alpha!}\left(X_{i}-X\right)^{\alpha} D_{X}^{\alpha} u\left(X+\theta\left(X_{i}-X\right)\right)
\end{aligned}
$$

Hence we can choose $b_{j i}\left(u, h_{i}, \alpha, \beta, p, i\right)$ such that

$$
u_{I}(X)=\sum_{i=1}^{N} \Phi_{i} \sum_{|\alpha| \leq k} \frac{1}{\alpha!}\left(X_{i}-X\right)^{\alpha} D_{X}^{\alpha} u(X)+r(X)
$$

Moreover,

$$
\begin{aligned}
& \sum_{i=1}^{N} \Phi_{i} \sum_{|\alpha| \leq k} \frac{1}{\alpha!}\left(X_{i}-X\right)^{\alpha} D_{X}^{\alpha} u(X) \\
& =\sum_{|\alpha| \leq k} \frac{1}{\alpha!} D_{X}^{\alpha} u(X) \sum_{i=1}^{N} \Phi_{i}\left(X_{i}-X\right)^{\alpha} \\
& =\quad \sum_{|\alpha| \leq k} \frac{1}{\alpha!} D_{X}^{\alpha} u(X) \alpha!\delta_{\alpha 0}=u(X)
\end{aligned}
$$

So we derived

$$
\begin{equation*}
u_{I}(X)-u(X)=r(X) \quad i n \Omega_{i} \tag{3.13}
\end{equation*}
$$

For every $i$, it is easy to see that

$$
\begin{aligned}
\|r\|_{L^{q}\left(\Omega \cap \Omega_{j}\right)} & \leq c h^{p+1}|u|_{W^{p+1, q}\left(\Omega \cap \Omega_{j}\right)} \\
\|\nabla r\|_{L^{q}\left(\Omega \cap \Omega_{j}\right)} & \leq c h^{p}|u|_{W^{p+1, q}\left(\Omega \cap \Omega_{j}\right)} \\
& +c h^{p+1}|u|_{W^{p+2, q}\left(\Omega \cap \Omega_{j}\right)}
\end{aligned}
$$

By the inverse estimate (Lemma 3.3), we have

$$
\left\|\nabla^{\alpha}\left(u-u_{I}\right)\right\|_{L^{q}\left(\Omega \cap \Omega_{j}\right)} \leq c h^{p+1-|\alpha|}|u|_{W^{p+1, q}\left(\Omega \cap \Omega_{j}\right)} \quad|\alpha| \leq 1
$$

From the overlapping condition, one can derive

$$
\left|u-u_{I}\right|_{W^{l, q}(\Omega)} \leq c h^{p+1-l}|u|_{W^{p+1, q}(\Omega)} \quad l=0,1
$$

The proof is completed.
By Theorem 3.3 and Theorem 3.4, we can establish the convergence rates of h-p clouds approximations.

Theorem 3.5. Let $F^{k, p}$ be h-p clouds function space. Suppose that $u(X) \in$ $H^{p+1}(\Omega)$. Then there exists $u_{I}(X) \in F^{k, p}$ such that

$$
\begin{equation*}
\left|u-u_{I}\right|_{H^{l}(\Omega)} \leq c h^{p+1-l}|u|_{H^{p+1}(\Omega)} \quad l=0,1 \tag{3.14}
\end{equation*}
$$

Proof By Theorem 3.3, there exists $u_{0}(x) \in V^{0}$ such that

$$
\left|u-u_{1}\right|_{H^{l}(\Omega)} \leq c h^{p+1-l}|u|_{H^{p+l}(\Omega)} \quad l=0,1
$$

and

$$
\left|u_{1}\right|_{H^{p+1}(\Omega)} \leq c|u|_{H^{p+1}(\Omega)}
$$

By Theorem 3.4, we can find $u_{I}(x) \in F^{k, p}$ such that

$$
\left|u_{0}-u_{I}\right|_{H^{l}(\Omega)} \leq c h^{p+1-l}\left|u_{1}\right|_{H^{p+1}(\Omega)} \quad l=0,1 .
$$

Hence for $l=0,1$ we have

$$
\begin{aligned}
\left|u-u_{I}\right|_{H^{l}(\Omega)} & \leq\left|u-u_{0}\right|_{H^{l}(\Omega)}+\left|u_{0}-u_{I}\right|_{H^{l}(\Omega)} \\
& \leq c h^{p+1-l}|u|_{H^{p+1}(\Omega)}+c h^{p+1-l}\left|u_{0}(x)\right|_{H^{p+1}(\Omega)} \\
& \leq c h^{p+1-l}|u|_{H^{p+1}(\Omega)}
\end{aligned}
$$

This completes the proof of this theorem $\diamond$
Remark If a proper partition of unity function space is chosen (smoother), one can show that there is $u_{I}(X) \in F^{k, p}$ such that

$$
\left|u-u_{I}\right|_{W^{l, q}(\Omega)} \leq c h^{p+1-l}|u|_{W^{p+1, q}(\Omega)} \quad 0 \leq l \leq p+1
$$

Remark Choose $k=p$ in Theorem 3.5, we obtain the error estimates of RKPM and MLSM interpolations.

## 4. Convergence for Neumann Problems

Since a natural boundary condition requires less restrictions on both trial functions and weight functions, it is convenient to consider the following model problem

$$
\begin{equation*}
a(u, v)=f(v) \forall v \in H^{1}(\Omega) \tag{4.1}
\end{equation*}
$$

where $a(u, v)$ satisfies the coercive condition and continuous condition, i.e. there exist constants $\alpha>0$ and $\beta>0$ such that

$$
\begin{gather*}
\alpha\|v\|_{1}^{2} \leq a(v, v) \forall v \in H^{1}(\Omega)  \tag{4.2}\\
|a(u, v)| \leq \beta\|u\|_{1}\|v\|_{1} \forall u, v \in H^{1}(\Omega) \tag{4.3}
\end{gather*}
$$

Meshless Galerkin methods are defined by: Find $u^{h} \in F^{k, p}$ such that

$$
\begin{equation*}
a\left(u^{h}, v\right)=f(v) \forall v \in F^{k, p} \tag{4.4}
\end{equation*}
$$

Now we derive the error estimates for h-p clouds Galerkin methods.

Theorem 4.1. Suppose $u(X) \in H^{p+1}(\Omega)$ is the solution of the problem of (4.1), and $u^{h}(X)$ is Galerkin approximate solution of (4.4). Then there hold

$$
\begin{gathered}
\left\|u-u^{h}\right\|_{1, \Omega} \leq c h^{p}\|u\|_{p+1, \Omega} \\
\left\|u-u^{h}\right\|_{0, \Omega} \leq c h^{p+1}\|u\|_{p+1, \Omega}
\end{gathered}
$$

provided $\Omega$ is smooth or convex.
Proof By Céa lemma

$$
\left\|u-u^{h}\right\|_{1, \Omega} \leq c \inf _{v(x) \in F^{k, p}}\|u-v\|_{1, \Omega}
$$

Theorem 3.5 leads to

$$
\left\|u-u^{h}\right\|_{1, \Omega} \leq c h^{p}\|u\|_{p+1, \Omega}
$$

By a standard duality argument for smooth or convex domain, we have

$$
\left\|u-u^{h}\right\|_{0, \Omega} \leq c h^{p+1}\|u\|_{p+1, \Omega}
$$

## 5. Concluding remarks

We provide an analysis for a general h-p clouds Galerkin methods. In particular, we proved the convergence and obtain the optimal error estimates. Generally speaking, meshless methods share the following potential advantages

- Modelling for two and three dimensional objects only requires nodes. No data or assumed structure on the interconnections of the nodes is needed.
- Adaptivity become relatively easy, since it is only necessary to add nodes.
- Problems such as progressive crack growth and moving interfaces can be easily handled without remeshing.
- Fast convergence rates can be obtained by properly choosing local approximation spaces.

However, there are also some disadvantages. For example,

- It is not easy to deal with the essential boundary value conditions though there is some progress on this topic, see, e.g. [5,6,8,11,16,19].
- How to evaluate the integrals in the meshless methods is still a major problem.
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# SOME PROBLEMS IN LARGE SCALE NON-HERMITIAN MATRIX COMPUTATIONS 
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#### Abstract

Large scale matrix eigenproblems arise in a lot of disciplines and scientific and engineering computations. Efficient and reliable numerical methods for solving them are extremely important as they play a vital role in innumerable scientific applications. In this paper, we attempt to review state of the art of theory and algorithms of commonly used numerical methods for large scale nonsymmetric (non-Hermitian) eigenproblems. We finally pose some challenging problems on the existing three kinds of popular solvers: orthogonal projection methods, oblique projection methods and refined projection methods.
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## 1. Introduction

In many areas of applied sciences and engineering there invoke many important applications related to the eigenproblems of large unsymmetric matrice. For the large scale eigenproblems, all standard tools encounter obvious difficulties with speed and storage as well as flow of data within memory in the hierarchy such that they are very inefficient, and thus usually come at their wits' end. Even though in some cases they could be used for large problems by some technical treatments, noticing that many matrices coming from applications are large sparse, these tools would destroy the special structure of matrices involved, while this will lead to disasterous consequence. In a word, those efficient standard techniques suitable to small and medium sized matrices have to be abandoned, and we have to turn our attention into seeking efficient and reliable methods which can exploit sparsity and leave the matrix in question unchanged.

[^11]Fortunately, recent evolution in computer hardware and software has stimulated a great deal of effects in attacking the eigenproblems of large unsymmetric matrices, and theory and algorithms have been intensively investigated since the early 1970's and especially 1980's. There have hitherto been principally three classes of basic projection methods available, as can be seen below, in which a common feature is that the action of the matrix $A$ is only to form a subroutine of matrix by vector product as well as possibly its transpose by vector product and this just tallys what we appeal as regards storage and flow of data within memory in the hierarchy.

In Sections 2-4, we review three commonly used kinds of projection methods and state of the art of them. In Section 5, we pose some challenging problems.

## 2. Orthogonal projection methods

### 2.1 The methods

Given an $m$-dimensional subspace $E$, an orthogonal projection method on $E$ seeks the Ritz pairs $\left(\tilde{\lambda}_{i}, \tilde{\varphi}_{i}\right)$ with $\left\|\tilde{\varphi}_{i}\right\|=1$ that satisfy the following RayleighRitz approximation:

$$
\left\{\begin{align*}
\tilde{\varphi}_{i} & \in E  \tag{1}\\
A \tilde{\varphi}_{i}-\tilde{\lambda}_{i} \tilde{\varphi}_{i} & \perp E
\end{align*}\right.
$$

and use them to approximate some eigenpairs $\left(\lambda_{i}, \varphi_{i}\right)$ of $A$.
The above relations can be written as

$$
\left\{\begin{align*}
B y_{i} & =\tilde{\lambda}_{i} y_{i}  \tag{2}\\
\tilde{\varphi}_{i} & =V y_{i}
\end{align*}\right.
$$

where $V=\left(v_{1}, v_{2}, \ldots, v_{m}\right)$ whose columns form an orthonormal basis of $E$, and $B=V^{*} A V$ is the projected matrix of $A$ onto $E$ in the basis $\left\{v_{j}\right\}_{1}^{m}$ or is called the matrix presentation of the restriction of $A$ to $E$ in the basis $\left\{v_{j}\right\}_{1}^{m}$.

A few well-known and most commonly used methods fall into this category: Arnoldi's method [1,29] if $E=\mathcal{K}_{m}\left(v_{1}, A\right)=\operatorname{span}\left\{v_{1}, A v_{1}, \ldots, A^{m-1} v_{1}\right\}$, a Krylov subspace; the block Arnoldi method [17,30] if $E=\mathcal{K}_{n}\left(Q_{1}, A\right)=$ $\operatorname{span}\left\{Q_{1}, A Q_{1}, \ldots, A^{n-1} Q_{1}\right\}$, a block Krylov subspace; the subspace iteration method [29] if $E=\operatorname{span}\left\{A^{n} X_{0}\right\}$, where $X_{0}$ is an $N \times m$ matrix whose columns are linearly independent; Davidson's method [8, 30]; the JacobiDavidson method [31].

### 2.2 State of the art

We first look at the subspace iteration. Parlett and Stewart have made the convergence analysis for the subspace iteration method [29]. To be more stable, Stewart suggests to compute Schur vectors and invariant subspaces instead of eigenvectors. This can avoid serious difficulties that the ill-conditioning of
nonexistence of an eigenbasis causes and thus make the methods more robust; see [29]. A remarkable drawback of this method is that it may converge too slowly. In order to improve the speed of convergence, Rutishauser [29] suggests to use the Chebyshev polynomials to accelerate the methods when the matrix involved is symmetric. Saad [29] extends this technique to the unsymmetric case. Numerical experiments have shown that this acceleration can be quite effective.

Davidson's method is also an orthogonal projection method. This method was initially proposed to solve large symmetric eigenvalue problems arising from the quantum chemistry [8]. Later, Sadkane [30] generalized this method to the unsymmetric case. When the Davidson's method is run, the subspace $E$ is expanded by solving an equation related to the last residual by some preconditioning techniques. A fatal drawback of this method is that it may perform very badly sometimes, independently of $A$.

The Jacobi-Davidson method [31] was proposed by Sleijpen and Van der Vorst in 1996. It expands the subspace step by step by solving a certain defect equation and computes Ritz vectors as approximate eigenvectors. However, the performance of this method depends strongly on efficient and accurate solution of a resulting large unsymmetric linear equations, which makes it very difficult to analyse its convergence and stability. Many aspects about this method are not clear nowdays.

The Arnoldi method [1, 29] is one of most important orthogonal projection methods. In it, the original matrix is partially reduced to an upper Hessenberg matrix by the Arnoldi process and one then computes the eigenvalues of the resulting Hessenberg matrix as approximations to the eigenvalues of the given matrix.

Saad [29] considers the convergence theory of the Arnoldi method for real simple eigenvalues and the eigenvalue with largest real part and the corresponding eigenvector, and proposed a restarting version of it and other variants. Later, the convergence theory of the Arnoldi method was investigated by Jia in [12, 13] for a general matrix that can be defective, in which a priori theoretical error bounds for eigenvectors are given and bounds for eigenvalues have been refined. The results there have shown that the approximate eigenvectors or Ritz vectors obtained by orthogonal projection methods may fail to converge. Jia and Stewart [21] removed the restriction that $A$ is diagonalizable and analyzed the convergence of Ritz pairs by means of separation. They have shown that the Ritz values converge to the eigenvalues of $A$ unconditionally while the convergence of Ritz vector requires that the corresponding Ritz value is well separated from the other Ritz values However, this condition can not always be satisfied. Thus, the Ritz vectors may fail to converge even if the corresponding Ritz values converge.

An important variant of the Arnoldi method is its block version, the block Arnoldi method [17, 30], which is an orthogonal projection method on a block Krylov subspace. In [12, 17], Jia establishes a convergence theory of the block Arnoldi method and its truncated version, the block incomplete orthogonalization method [14], when $A$ is diagonalizable. The results show that the block method have two advantages: First, they are suitable and efficient for the case where the eigenvalues to be found are clustered; second, they are able to compute mutiple eigenvalues and clustered eigenvalues and determine the associated eigenspace. Analogous to the Arnoldi method, however, Ritz vectors may fail to converge.

Sorensen [32] suggests to use the Arnoldi algorithm with implicit restarting, which can make use of the information on the Krylov subspace generated previously by means of the shifted QR algorithm and reduce the computational cost at each restart. The key problem for this technique is how to choose the shifts involved. A popular choice [32] is to take the unwanted Ritz values as the shifts. Another shift scheme for the case of symmetric matrix is the Leja shifts [2]. The Leja shifts are often better than the exact shifts for computing a few smallest eigenvalues when the subspace size is very small.

The shift-and-invert Arnoldi method [29] is an important tool for the large sparse unsymmetric generalized eigenproblems. It is mathematically equivalent to the Arnoldi method for a spectral transformed eigenproblem. If the shift is suitably selected, the distribution of the spectrum of the shifted and inverted matrix may be favorable even if the eigenvalues close to the shift are clustered. Therefore, the Arnoldi method applied for the transformed eigenproblem may give a much faster convergence with eigenvalues close to the shift. Ruhe [28] proposes a rational Krylov sequence algorithm (RKS), which is different from the shift-and-invert Arnoldi in that the former selects a different shift for each step of Arnoldi process. Thus RKS can be viewed as a generalization of the shift-and-invert Arnoldi. Numerical experiments have shown that this scheme can be quite efficient.

## 3. Oblique projection methods

### 3.1 The methods

Given two subspaces $L$ and $K$, an oblique projection method seeks the pairs $\left(\tilde{\lambda}_{i}, \tilde{\varphi}_{i}\right)$ with $\left\|\tilde{\varphi}_{i}\right\|=1$ that satisfy the following condition

$$
\left\{\begin{align*}
\tilde{\varphi}_{i} & \in K,  \tag{3}\\
A \tilde{\varphi}_{i}-\tilde{\lambda}_{i} \tilde{\varphi}_{i} & \perp L
\end{align*}\right.
$$

and use them to approximate some eigenpairs $\left(\lambda_{i}, \varphi_{i}\right)$ of $A$. The subspace $K$ is referred to as a right subspace and $L$ a left subspace. Assume that $W$ and $V$ are both orthonormal matrices, whose columns form a basis of the right and
left subspaces respectively. Then, the above relations can be written as

$$
\left\{\begin{align*}
B y_{i} & =\tilde{\lambda}_{i} W^{*} V y_{i},  \tag{4}\\
\tilde{\varphi} & =V y_{i},
\end{align*}\right.
$$

where $B=W^{*} A V$
A few commonly used methods fall into this category: The subspace iteration method $[5,11]$ if $K=\operatorname{span}\left\{A^{l} X_{0}\right\}$ and $\operatorname{span}\left\{\left(A^{*}\right)^{l} Y_{0}\right\}$; the biorthogonalization (or unsymmetric) Lanczos method [24, 29] if $K=\mathcal{K}_{m}\left(v_{1}, A\right)$ and $L=\mathcal{K}_{m}\left(w_{1}, A^{*}\right)$; the harmonic Arnoldi method [26] if $K=\mathcal{K}_{m}\left(v_{1}, A\right)$ and $L=A \mathcal{K}_{m}\left(v_{1}, A\right)$.

### 3.2 State of the art

Though oblique subspace iteration is more complex and less efficient in computer time and storage requirement than orthogonal subspace iteration, it can simultaneously compute the right and left eigenvectors or invariant subspaces associated with the dominant eigenvalues at the same time.

The harmonic Arnoldi method is used for finding interior eigenvalues of large unsymmetric matrix in question, whereas the Arnoldi method has trouble in computing them and to do so it must be combined with shift-and-invert technique. This is mainly because the Krylov subspace usually does not contain good approximations to the corresponding eigenvectors, but also due to properties of the orthogonal projection procedure.

A popular oblique projection method is the biorthogonalization Lanczos method proposed by Lanczos in 1950 [24], which tridiagonalizes successively a given general matrix to tridiagonal form starting with two biorthogonal vectors and then computes the eigenvalues of the resulting tridiagonal matrix as those of the original matrix. This method is an oblique projection method [29]. Unlike subspace iteration methods, conceptually speaking, the biorthogonalization Lanczos method itself is a direct procedure which reduces a given general matrix to tridiagonal form to completion if possible. In the very beginning since it came out, the method was soon replaced by more efficient Householder and Givens transformations and abandoned for a long time.

In the unsymmetric case, serious breakdowns may occur at any step of the reduction. Breakdowns have nothing to do with roundoffs and the ill-conditioning of the eigenproblem. Several authors have paid their attention to the subject of curing and avoiding serious breakdowns and some robust schemes have been proposed [29], e.g., Parlett et al. [29] first suggest a look-ahead version. It utilizes $2 \times 2$ block pivots to improve the robustness and stability of the method. Later Cullum [7] extended their symmetric Lanczos algorithm without reorthogonalization to the unsymmetric case and suggested a new way for treating the resulting non-Hermitian tridiagonal matrices.

From the formal orthogonal polynomials' point of view, Gutknecht [9, 10] gave a thorough analysis on the method and serious breakdowns. Under the assumption that no serious breakdown occurs, Ye [35] has made a convergence analysis for this method, showing that a few eigenvalues with largest (smallest) real parts of the original large matrix usually appear firstly as the eigenvalues of a small sized tridiagonal matrix. Bai [3] has shown that in finite precision convergence of a Ritz value implies the loss of biorthogonalization if this Ritz value is well conditioned and no breakdown occurs.

The biorthogonalization Lanczos method can be used to determine simultaneously the right and left eigenvectors associated with the wanted eigenvalues. However, one of the drawbacks lies in a fact that it requires the use of both matrix and its transpose. In some applications, for example, in studying the stability of a dynamic system governed by certain partial differential equation, the original matrix is not available explicitly but matrix by vector product is easy to form. In these cases, the transpose of these matrix is not available and cannot even be approximated by finite differences [29]. So the biorthogonalization Lanczos method is not usable at this time.

Compared to subspace iteration methods, it is recognized that in the symmetric case, the Lanczos algorithm performs much better than subspace iteration methods; in the unsymmetric case, some numerical experiments made by Saad indicate that Arnoldi's method is as well more effective than subspace iteration methods. In fact, it can be seen from their own convergence theory that subspace iteration methods without acceleration converge only linearly, while both the biorthogonalization Lanczos method and gneralized Lanczos methods converge exponentially, which is one of the crucial reasons why it is the case.

## 4. Refined projection methods

### 4.1 The methods

As mentioned above, orthogonal and oblique projection methods have the disadvantage of possible non-convergence of Ritz vectors. In order to correct this problem, a class of refined projection methods has been proposed by Jia [12, 15, 19, 20].

For each approximate eigenvalue $\mu_{i}$ (Ritz value, harmonic Ritz value, etc.), we seek a unit norm vector $u_{i} \in E$ that satisfies the condition

$$
\begin{equation*}
\left\|\left(A-\mu_{i} I\right) u_{i}\right\|=\min _{\substack{u \in E,\|u\|=1}}\left\|\left(A-\mu_{i} I\right) u\right\| \tag{5}
\end{equation*}
$$

and use it to approximate $\varphi_{i}$. we refer to $u_{i}$ as a refined Ritz vector (or refined approximate vector) with $\tilde{\lambda}_{i}$ in $E$. A few well-known and most commonly used methods fall into this category: The refined Arnoldi method [15] if $E=\mathcal{K}_{m}\left(v_{1}, A\right)=\operatorname{span}\left\{v_{1}, A v_{1}, \ldots, A^{m-1} v_{1}\right\}$ and the $\mu_{i}$ are Ritz values; the
refined block Arnoldi method [16] if $E=\mathcal{K}_{n}\left(Q_{1}, A\right)=\operatorname{span}\left\{Q_{1}, A Q_{1}, \ldots\right.$, $\left.A^{n-1} Q_{1}\right\}$, a block Krylov subspace, and the $\mu_{i}$ are Ritz values; the refined subspace iteration method [20] if $E=\operatorname{span}\left\{A^{n} X_{0}\right\}$, where $X_{0}$ is an $N \times m$ matrix whose columns are linearly independent and the $\mu$ are Ritz values; the refined harmonic Arnoldi method [22] if $K=\mathcal{K}_{m}\left(v_{1}, A\right)$ and $L=A \mathcal{K}_{m}\left(v_{1}, A\right)$ and the $\mu_{i}$ are harmonic Ritz values.

We look at the computation of $u_{i}$. Let $V$ form an orthonormal basis of $E$. Then

$$
\begin{align*}
\left\|\left(A-\mu_{i} I\right) u_{i}\right\| & =\min _{\|z\|=1}\left\|\left(A-\mu_{i} I\right) V z\right\|  \tag{6}\\
& =\left\|\left(A-\mu_{i} I\right) V z_{i}\right\|  \tag{7}\\
& =\sigma_{\min }\left(\left(A-\mu_{i} I\right) V\right) \tag{8}
\end{align*}
$$

Therefore, the solution of this problem is the right singular vector of $A V-\mu_{i} V$ associated with its smallest singular value. Thus we can compute refined Ritz vectors by computing the singular value decomposition of $A V-\mu_{i} V$.

Jia [20] compares the computational cost of this process with that of a Ritz vector; see also Stewart [33].

The above singular value decomposition is quite expensive for computing $u_{i}$. A much cheaper approach to computing $u_{i}$ for a general $E$ is proposed by Jia [20] as follows:

Form the cross-product matrix

$$
\begin{aligned}
C & =\left(A V-\mu_{i} V\right)^{*}\left(A V-\mu_{i} V\right) \\
& =(A V)^{*}(A V)-\bar{\mu}_{i} V^{*} A V-\mu V^{*} A^{*} V+|\mu|^{2}
\end{aligned}
$$

Its computational cost is negligible since $A V$ and $V^{*} A V$ are already available when computing Ritz values. One then only solves the small eigenproblem of dimension $m$ to get its eigenvector $z_{i}$ associated with the smallest eigenvalue. Finally, form $u_{i}=V z_{i}$ to get the refined Ritz vector.

The cross-product based algorithm is almost as accurate as the above conventional singular value decomposition algorithm if the ratio of the largest singular value and the second smallest one of $A V-\mu V$ is not very small [33]. Otherwise it may lose some accuracy.

If $E$ is a (block) Krylov subspace $\mathcal{K}\left(A, v_{1}\right)$ or $\mathcal{K}_{m}\left(A, V_{1}\right)$, the computation cost of $u_{i}$ can be considerably reduced and is only $O\left(m^{3}\right)[15,16]$.

### 4.2 State of the art

Jia [15] first proves that refined Ritz vectors converge for a Krylov subspace, and he shows that the same conclusion holds for a block Krylov subspace [16].

A unified convergence theory for the refined projection methods has been established by Jia [19] and Jia and Stewart [21]. The former paper considers the
convergence when $A$ is diagonalizable, while in the latter paper, Jia and Stewart remove the constraint that $A$ is diagonalizable and give a further analysis on the convergence of refined Ritz vectors for a general matrix $A$, which may have a cluster of close eigenvalues or may be defective. The results show that the refined Ritz vectors converge to the eigenvectors of $A$ if only the Ritz values do.

Jia [18] investigates an important property of the refined Arnoldi method, polynomial characterizations of the refined Ritz vectors, and applies the implicitly restarting scheme proposed by Sorensen to the refined Arnoldi method successfully. The roots of these polynomials are used as shifts, called refined shifts, within an implicitly restarted refined Arnoldi algorithm. The numerical experiments also show that implicitly restarting the refined Arnoldi method is much more efficient than Sorensen's implicitly restarted Arnoldi algorithm. In the spirit of [18], Jia and Zhang [22] propose certain refined shifts to implicitly restart the refined harmonic Arnoldi method, and the resulting algorithm can be considerably more efficient than the implicitly restarted harmonic Arnoldi algorithm of Morgan [27]. A great advantage of this algorithm is that it may compute interior eigenpairs of large matrices efficiently without factoring a large matrix explicitly. Jia and Zhang [23] present a refined shift and invert Arnoldi method for large unsymmetric generalized eigenproblems, which leads to better numerical behavior and faster convergence.

In the refined subspace iteration algorithm [20], apart from replacing Ritz vectors by refined counterparts, Jia makes an innovation on updating (restarting) matrix. In it, rather than use Ritz vector or Schur vector matrix as an updating matrix, he suggests to use the matrix whose columns are generated only by the refined Ritz vectors that are supposed to approximate the desired eigenvectors. This is one of the keys to make the algorithm much more efficient.

Jia and his research group pay much efforts in refining the Jacobi-Davidson method and compute an invariant subspace.

Stewart [33] and van der Vorst [34] have given an excellent account of the refined methods. Bai et al. [4] have briefly introduced the refined projection methods and some related work.

## 5. Some problems

The existing theory and algorithms imply by no means that no problems are worth studying further. In fact, many challenging problems need to be considered carefully.

Suppose that the eigenvalues in some rectangular region in the complex plane are required. In this case, a shift-and-invert transformed matrix is generaly involved. This will lead to two problems: first, one must solve a large linear system at each step. If it is feasible to solve it using a direct solver, then it will
cause no big problem; however, in general it is impossible to solve the linear system efficiently by a direct solver. One must rely on an iterative solver, which can not guarantee to converge or give a relatively high accuracy at low cost. Also, it is not clear to us nowadays that how the accuracy of the approximate solution of the linear system affects overall performance of a general iterative eigensolver. Second, because there is no inertia law, we do not know how to guarantee to find all the eigenvalues in the given region.

Restarting is crucial to the success and efficiency of a projection algorithm in the non-Hermitian case. For Krylov subspace based algorithms, how to select restarting (block) vectors as good as possible has been under consideration, though there exist some good approaches.

For the biorthogonalization Lanczos method, breakdown or near breakdown problems have been cured successfully both theoretically and numerically when solving a non-Hermitian linear system. However, as far as a matrix eigenproblem is concerned, such problems are by far from solved numerically. How small a number is can be treated to be a numerical breakdown? It is not yet known to the community. This is why the method has been very popular for solving a linear system but much less used to solve eigenproblems.

In contrast to orthogonal and oblique projection methods, refined projection methods are only used to compute individual eigenvectors. How to use them to compute an invariant subspace is interesting and worths considering.
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## 1. Introduction

In this work we shall consider the nonlinear hyperbolic waves described by the following Cauchy problem for first order quasilinear hyperbolic systems

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+A(u) \frac{\partial u}{\partial x}=0  \tag{1}\\
t=0: u=\varphi(x)
\end{array}\right.
$$

where $u=\left(u_{1}, \cdots, u_{n}\right)^{T}$ is the unknown vector function of $(t, x), \quad A(u)=$ $\left(a_{i j}(u)\right)$ is an $n \times n$ matrix with suitably smooth entries $a_{i j}(u)(i, j=1, \cdots, n)$ and $\varphi(x)=\left(\varphi_{1}(x), \cdots, \varphi_{n}(x)\right)^{T}$ is a $C^{1}$ vector function of $x$ with bounded $C^{1}$ norm.

By definition of hyperbolicity, for any given $u$ on the domain under consideration, the matrix $A(u)$ possesses $n$ real eigenvalues $\lambda_{1}(u), \cdots, \lambda_{n}(u)$ and a complete set of left (resp. right) eigenvectors $l_{1}(u), \cdots, l_{n}(u)$ (resp. $\left.r_{1}(u), \cdots, r_{n}(u)\right)$ : for $i=1, \cdots, n$,

$$
\begin{equation*}
l_{i}(u) A(u)=\lambda_{i}(u) l_{i}(u) \quad\left(\text { resp. } A(u) r_{i}(u)=\lambda_{i}(u) r_{i}(u)\right) \tag{3}
\end{equation*}
$$

Without loss of generality, we may suppose that

$$
\begin{equation*}
l_{i}(u) r_{j}(u) \equiv \delta_{i j} \quad(i=1, \cdots, n) \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{i}^{T}(u) r_{i}(u) \equiv 1 \tag{5}
\end{equation*}
$$

where $\delta_{i j}$ stands for the Kronecker's symbol.
In particular, if the matrix $A(u)$ possesses $n$ distinct real eigenvalues

$$
\begin{equation*}
\lambda_{1}(u)<\lambda_{2}(u)<\cdots<\lambda_{n}(u) \tag{6}
\end{equation*}
$$

system (1) is called to be strictly hyperbolic.

If the matrix $A$ is independent of $u$, we meet linear hyperbolic waves given by

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+A \frac{\partial u}{\partial x}=0  \tag{7}\\
t=0: \quad u=\varphi(x)
\end{array}\right.
$$

The acoustic wave is a typical example of linear hyperbolic waves. In the scalar case, we have, for instance, the Cauchy problem

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+\frac{\partial u}{\partial x}=0  \tag{9}\\
t=0: \quad u=\varphi(x)
\end{array}\right.
$$

The wave speed is constant: $\frac{d x}{d t}=1$ and the wave always keeps its shape in the course of propagation. In the general case, there are $n$ linear waves given by (7)-(8) with constant speeds

$$
\begin{equation*}
\frac{d x}{d t}=\lambda_{i} \quad(i=1, \cdots, n) \tag{11}
\end{equation*}
$$

respectively. Each wave keeps its shape in the propagation and the interaction among waves is only a linear superposition. It is the reason that we can hear and distinguish many persons speaking at the same time. Otherwise, our life will be very complicated.

The situation for nonlinear hyperbolic waves is totally different. In the scalar case, let us consider, for instance, the Cauchy problem for Burger's equation

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}=0  \tag{12}\\
t=0: \quad u=\varphi(x)
\end{array}\right.
$$

The wave speed depends on $u: \frac{d x}{d t}=u$ and then the wave can not keep its shape in the course of propagation. Generically, there will be a distortion of wave shape such that the wave steepens and finally blows up in a finite time. In the general case, there are $n$ nonlinear hyperbolic waves given by (1)-(2) with speeds

$$
\begin{equation*}
\frac{d x}{d t}=\lambda_{i}(u) \quad(i=1, \cdots, n) \tag{14}
\end{equation*}
$$

respectively and there are nonlinear interactions among these waves such that the situation is much more complicated.

As a conclusion, Cauchy problem (1)-(2) always admits a unique $C^{1}$ solution $u=u(t, x)$ at least for a short time $0 \leq t \leq \delta$ (cf. [1] and the references
therein), however, generically speaking, the $C^{1}$ solution $u=u(t, x)$ to Cauchy problem (1)-(2) exists only locally in time and the singularity may occur in a finite time, i.e., there exist $t_{0}>0$ such that

$$
\begin{equation*}
\|u(t, .)\|_{0}+\left\|u_{x}(t, .)\right\|_{0} \rightarrow+\infty \quad \text { as } t \uparrow t_{0} \tag{15}
\end{equation*}
$$

no matter how smooth and how small the initial data are (cf. [2] and the references therein).

Therefore, it is of great importance in both theory and application to study the following two problems:
(1) Under what conditions does Cauchy problem (1)-(2) admit a unique global $C^{1}$ solution $u=u(t, x)$ on $t \geq 0$ or for all $t \in \mathbb{R}$ ?
(2) Under what conditions does the $C^{1}$ solution to Cauchy problem (1)(2) blow up in a finite time? What is the sharp estimate on the life-span of $C^{1}$ solution, i.e., on the maximum length of existence $t$-interval? What is the mechanism of the formation of singularity and what is the character of singularity?

When $n=1$ or 2 , the answer to these two problems is relatively simple (cf. [2] and the references therein).

For the general system (1) of $n$ equations, the first result in this direction was given by F. John [3]. Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$, system (1) is strictly hyperbolic and genuinely nonlinear (GN) in the sense of P. D. Lax: for $i=1, \cdots, n$,

$$
\begin{equation*}
\nabla \lambda_{i}(u) r_{i}(u) \neq 0 \tag{16}
\end{equation*}
$$

Suppose furthermore that $\varphi(x) \in C^{2}$ has a compact support:

$$
\begin{equation*}
\operatorname{Supp} \varphi \subseteq\left[\alpha_{0}, \beta_{0}\right] \tag{17}
\end{equation*}
$$

F.John proved that if

$$
\begin{equation*}
\theta \triangleq\left(\beta_{0}-\alpha_{0}\right)^{2} \sup _{x \in \mathbb{R}}\left|\varphi^{\prime \prime}(x)\right| \tag{18}
\end{equation*}
$$

is small enough, then the first order derivatives of the $C^{2}$ solution $u=u(t, x)$ to Cauchy problem (1)-(2) must blow up in a finite time.
T.P.Liu [4] generalized F.John's result to the case that in a neighbourhood of $u=0$, a nonempty part of characteristics is genuinely nonlinear, while the other part of characteristics is linearly degenerate (LD) in the sense of P. D. Lax: for the corresponding indices $i$,

$$
\begin{equation*}
\nabla \lambda_{i}(u) r_{i}(u) \equiv 0 \tag{19}
\end{equation*}
$$

Under the additional hypothesis "linear waves do not generate nonlinear waves", he got the same result as in F.John [3] for a quite large class of initial date.

His result can be applied to the system of one-dimensional gas dynamics with convexity.
L.Hörmander [5, 6] reproved F.John's result and, when $\varphi(x)=\varepsilon \psi(x)$, where $\varepsilon>0$ is a small parameter. He obtained the following asymptotic behaviour of the life-span $\tilde{T}(\varepsilon)$ :

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}\{\varepsilon \tilde{T}(\varepsilon)\}=M_{0} \tag{20}
\end{equation*}
$$

where $M_{0}$ is a positive constant independent of $\varepsilon$, defined by

$$
\begin{equation*}
M_{0}=\left(\max _{i=1, \cdots, n} \sup _{x \in \mathbb{R}}\left\{-\left(\nabla \lambda_{i}(0) r_{i}(0)\right) l_{i}(0) \psi^{\prime}(x)\right\}\right)^{-1} \tag{21}
\end{equation*}
$$

Thus, there exist two positive constants $c$ and $C$ independent of $\varepsilon$, such that the life-span $\tilde{T}(\varepsilon)$ satisfies the following optimal estimate:

$$
\begin{equation*}
c \varepsilon^{-1} \leq \tilde{T}(\varepsilon) \leq C \varepsilon^{-1} \tag{22}
\end{equation*}
$$

denoted by

$$
\begin{equation*}
\tilde{T}(\varepsilon) \approx \varepsilon^{-1} \tag{23}
\end{equation*}
$$

On the other hand, A.Bressan [7] gave a result on the global existence of classical solution as follows: Suppose that system (1) is strictly hyperbolic and linearly degenerate in the sense of P.D.Lax: (19) holds for $i=1 . \cdots, n$. Suppose furthermore that the initial data $\varphi$ have a compact support. If the total variation of $\varphi$ is small enough:

$$
\begin{equation*}
T V\{\varphi\} \ll 1 \tag{24}
\end{equation*}
$$

then Cauchy problem (1)-(2) admits a unique global classical solution $u=$ $u(t, x)$ for all $t \in \mathbb{R}$.

All the previous results are obtained under the following three hypotheses on system (1):
(1) The system is strictly hyperbolic.
(2) (a) The system is genuinely nonlinear, i.e., all the characteristics are genuinely nonlinear; or
(b) A nonempty part of characteristics is genuinely nonlinear, while the other part of characteristics is linearly degenerate; or
(c) The system is linearly degenerate, i.e., all the characteristics are linearly degenerate.
(3) In case (2) (b), "linear waves do not generate nonlinear waves".

In order to explain that these three hypotheses restrict the applications, we give the following examples.

Ex.1. The system of nonlinear elasticity can be written as

$$
\left\{\begin{array}{l}
\frac{\partial v}{\partial t}-\frac{\partial w}{\partial x}=0  \tag{25}\\
\frac{\partial w}{\partial t}-\frac{\partial K(v)}{\partial x}=0
\end{array}\right.
$$

where $K(v)$ is a suitably smooth function of $v$ such that

$$
\begin{equation*}
K^{\prime}(0)>0 \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
K^{\prime \prime}(0)=0, \quad \text { but } \quad K^{\prime \prime}(v) \not \equiv 0 \tag{27}
\end{equation*}
$$

In a neighbourhoods of $(v, w)=(0, b)$, where $b$ is an arbitrarily given constant, (26) implies that system (25) is strictly hyperbolic. However, noting (27), system (25) is neither genuinely nonlinear nor linearly degenerate.

Ex.2. The system of one-dimensional gas dynamics can be written in Lagrangian representation as

$$
\left\{\begin{array}{l}
\frac{\partial \tau}{\partial t}-\frac{\partial u}{\partial x}=0  \tag{28}\\
\frac{\partial u}{\partial t}+\frac{\partial p(\tau, S)}{\partial x}=0 \\
\frac{\partial S}{\partial t}=0
\end{array}\right.
$$

where $p=p(\tau, S)$ is the equation of state satisfying

$$
\begin{equation*}
p_{\tau}<0, \quad \forall \tau>0 \tag{29}
\end{equation*}
$$

which implies that system (28) is strictly hyperbolic. One characteristic is linearly degenerate, however, the other two characteristics are neither genuinely nonlinear nor linearly degenerate except when $p=p(\tau, S)$ is a strictly convex or concave function with respect to $\tau$.

Ex.3. The system of the motion of elastic strings can be written as

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}-\frac{\partial v}{\partial x}=0  \tag{30}\\
\frac{\partial v}{\partial t}-\frac{\partial}{\partial x}\left(\frac{T(r)}{r} u\right)=0
\end{array}\right.
$$

(see [8]-[10]), where $u=\left(u_{1}, \cdots, u_{n}\right)^{T}, v=\left(v_{1}, \cdots, v_{n}\right)^{T}, r=|u|=$ $\sqrt{u_{1}^{2}+\cdots+u_{n}^{2}}$ (in practice $n=2$ or 3 ) and $T=T(r)$ is a suitably smooth function of $r$ such that

$$
\begin{equation*}
T^{\prime}(r)>\frac{T(r)}{r}>0 \tag{31}
\end{equation*}
$$

Under hypothesis (31), system (30) is hyperbolic but not strictly hyperbolic except for $n=2$. There are two linearly degenerate characteristics $\pm \sqrt{\frac{T(r)}{r}}$ with multiplicity $n-1$, while, two simple characteristics $\pm \sqrt{T^{\prime}(r)}$ are neither genuinely nonlinear nor linearly degerate except when $T^{\prime \prime}(r) \equiv 0$, namely, $T=T(r)$ is an affine function of $r$. Moreover, for system (30), "linear waves
do generate nonlinear waves". Thus, all the three hypotheses mentioned above fail.

Ex.4. The system of finite amplitude plane elastic waves for hyperelastic materials can be written as

$$
\begin{equation*}
\frac{\partial u}{\partial t}+A(u) \frac{\partial u}{\partial x}=0 \tag{32}
\end{equation*}
$$

(see [3]) with $u=\left(u_{1}, \cdots, u_{6}\right)^{T}$ and

$$
A(u)=\left(\begin{array}{cc}
0 & -I  \tag{33}\\
-V^{\prime \prime} & 0
\end{array}\right)
$$

where $V^{\prime \prime}=V^{\prime \prime}\left(u_{1}, u_{2}, u_{3}\right)$ is a $3 \times 3$ matrix determined by the material.
For instance, for the material of Ciarlet-Geymomat (cf. [11]), it is easy to see that system (32) has two linearly degenerate characteristics with multiplicity 2 and two simple genuinely nonlinear characteristics, then (32) is a non-strictly hyperbolic system.

Actually, many authors have pointed out the necessity of studying the hyperbolic system with general characteristics. For instance, A.Majda has proposed in [12] the open problem "Investigate shock formation in non-genuinely nonlinear systems for initial data of compact support". He has also mentioned two specially interesting systems in nonlinear elasticity, namely, our examples 3 and 4.

The aim of this talk is to establish a complete theory on both global existence and blow-up phenomenon of $C^{1}$ solution to the Cauchy problem for general quasilinear hyperbolic systems with small initial data with compact support or more generally with small and decaying initial data.

## 2. Weak linear degeneracy

In what follows we first consider the strictly hyperbolic case.
In order to present our results, it is necessary to introduce a new concept--the weak linear degeneracy (cf. [13]).

Definition 1: The i-th characteristic $\lambda_{i}(u)$ is called to be weakly linearly degenerate (WLD), if, along the i-th characteristic trajectory $u=u^{(i)}(s)$ passing through $u=0$ in the $u$-space, defined by

$$
\left\{\begin{array}{l}
\frac{d u}{d s}=r_{i}(u),  \tag{34}\\
s=0: \quad u=0
\end{array}\right.
$$

we have

$$
\begin{equation*}
\nabla \lambda_{i}(u) r_{i}(u) \equiv 0, \quad \forall \text { small }|u|, \tag{35}
\end{equation*}
$$

namely,

$$
\begin{equation*}
\lambda_{i}\left(u^{(i)}(s)\right) \equiv \lambda_{i}(0), \quad \forall \text { small }|s| . \tag{36}
\end{equation*}
$$

Obviously, if $\lambda_{i}(u)$ is linearly degenerate, then $\lambda_{i}(u)$ is weakly linearly degenerate; while, if $\lambda_{i}(u)$ is genuinely nonlinear, then $\lambda_{i}(u)$ is not weakly linearly degenerate.

By definition, if $\lambda_{i}(u)$ is not weakly linearly degenerate, then $\lambda_{i}\left(u^{(i)}(s)\right)$ is not identically equal to a constant for small $|s|$, therefore, either there exists an integer $\alpha_{i} \geq 0$ such that

$$
\begin{equation*}
\left.\frac{d^{l} \lambda_{i}\left(u^{(i)}(s)\right)}{d s^{l}}\right|_{s=0}=0 \quad\left(l=1, \cdots, \alpha_{i}\right), \text { b }\left.u t \frac{d^{\alpha_{i}+1} \lambda_{i}\left(u^{(i)}(s)\right)}{d s^{\alpha_{i}+1}}\right|_{s=o} \neq 0 \tag{38}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.\frac{d^{l} \lambda_{i}\left(u^{(i)}(s)\right)}{d s^{l}}\right|_{s=0}=0 \quad(l=1,2, \cdots) \tag{39}
\end{equation*}
$$

but (37) fails, denoted by $\alpha_{i}=+\infty$.
Thus, for each characteristic $\lambda_{i}(u)$ we have the following table:

$$
\lambda_{i}(u)
$$

| non WLD |  |  |
| :---: | :---: | :---: |
| $\alpha_{i}=\underbrace{\substack{(G N) \\ 0,1,2, \cdots \cdots}}_{\text {finite }}$ | $\alpha_{i}=+\infty$ |  |

If $\alpha_{i}=0$, then in a neighbourhood of $u=0, \lambda_{i}(u)$ is genuinely nonlinear. Moreover, when $\alpha_{i}$ increases, $\lambda_{i}(u)$ is closer and closer to the weakly linearly degenerate case.

Definition 2: System (1) is said to be weakly linearly degenerate, if all the characteristics $\lambda_{1}(u), \cdots, \lambda_{n}(u)$ are weakly linearly degenerate.

Hence, if system (1) is not weakly linearly degenerate, then there exists a nonempty set of indices $J \subseteq\{1, \cdots, n\}$ such that $\lambda_{i}(u)$ is not weakly linearly degenerate if and only if $i \in J$.

Let

$$
\begin{equation*}
\alpha=\min _{i}\left\{\alpha_{i} \mid i \in J\right\} \tag{40}
\end{equation*}
$$

$\alpha$ is an integer $\geq 0$ or $+\infty$.
Thus, for any given quasilinear strictly hyperbolic system (1), all possible situations can be shown in the following table:

| non WLD |  |  |
| :---: | :---: | :---: |
| $\alpha=\underbrace{0,1,2, \cdots \cdots}_{\text {finite }}$ | $\alpha=+\infty$ | WLD |

It gives us a complete category.
Let

$$
\begin{equation*}
J_{1}=\left\{i \mid i \in J, \quad \alpha_{i}=\alpha\right\} \tag{41}
\end{equation*}
$$

When $\alpha=0$, then for every $i \in J_{1}, \lambda_{i}(u)$ is genuinely nonlinear in a neighbourhood of $u=0$. Furthermore, when $\alpha$ increases, system (1) is closer and closer to a weakly linearly degenerate system.

## 3. Main results

We now consider the Cauchy problem for system (1) with small and decaying $C^{1}$ initial data (2) satisfying that there exists a number $\mu>0$ such that

$$
\begin{equation*}
\theta \triangleq \sup _{x \in \mathbb{R}}\left\{(1+|x|)^{1+\mu}\left(|\varphi(x)|+\left|\varphi^{\prime}(x)\right|\right)\right\}<+\infty \tag{42}
\end{equation*}
$$

and $\theta$ is small enough.
Theorem 1. (Global existence of $C^{1}$ solution) (see [13]-[14], [17], [19][20]): Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$, system (1) is strictly hyperbolic and weakly linearly degenerate. Then there exists $\theta_{0}>0$ so small that for any given $\theta \in\left[0, \theta_{0}\right]$, Cauchy problem (1)-(2) admits a unique $C^{1}$ solution $u=u(t, x)$ with small $C^{1}$ norm for all $t \in \mathbb{R}$.

Conversely, under the assumption that in a neighbourhood of $u=0, A(u) \in$ $C^{1}$ and system (1) is strictly hyperbolic, if Cauchy problem (1)-(2) always admits a unique $C^{1}$ solution $u=u(t, x)$ on $t \geq 0$ for any given $C^{1}$ initial data $\varphi(x)$ with small $\theta$, then system (1) must be weakly linearly degenerate.

Thus, for small $\theta$, the weak linear degeneracy is equivalent to the global existence of $C^{1}$ solution to Cauchy problem (1)-(2), hence, if system (1) is not weakly linearly degenerate, then we should meet the blow-up phenomenon.

Remark 1: Theorem 1 fails when $\mu=0$ (cf. [21]).
Remark 2: The result of A.Bressan in [7] is still valid if system (1) is only weakly linearly degenerate (see [23]).

Theorem 2. (Blow-up phenomenon) (see [13-14], [18], [22]): Suppose that in a neighbourhood of $u=0, \quad A(u)$ is suitably smooth and system (1) is strictly hyperbolic. Suppose furthermore that system (1) is not weakly linearly
degenerate and the corresponding index $\alpha$ defined by (40) is a finite integer $\geq 0$. Suppose finally that $\varphi(x)=\varepsilon \psi(x)$, where $\varepsilon>0$ is a small parameter and $\psi(x) \in C^{1}$ satisfies (42). Then, for a large class of initial data, precisely speaking, if there exists $i_{0} \in J_{1}$ such that

$$
\begin{equation*}
l_{i_{0}}(0) \psi(x) \not \equiv 0, \tag{43}
\end{equation*}
$$

then there exists $\varepsilon_{0}>0$ so small that for any given $\varepsilon \in\left(0, \varepsilon_{0}\right]$, the following conclusions hold:
(a) The first order derivative $u_{x}$ of $C^{1}$ solution $u=u(t, x)$ to Cauchy problem (1)-(2) must blow up in a finite time, while the solution itself remains bounded and small. Moreover, the life-span $\tilde{T}(\varepsilon)$ of $C^{1}$ solution possesses the following asymptotic property:

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}\left(\varepsilon^{\alpha+1} \tilde{T}(\varepsilon)\right)=M_{0} \tag{44}
\end{equation*}
$$

where $M_{0}$ is a positive constant independent of $\varepsilon$, given by

$$
\begin{equation*}
M_{0}=\left(\max _{i \in J_{1}} \sup _{x \in \mathbb{R}}\left\{-\left.\frac{1}{\alpha!} \frac{d^{\alpha+1} \lambda_{i}\left(u^{(i)}(s)\right)}{d s^{\alpha+1}}\right|_{s=0} \cdot\left(l_{i}(0) \psi(x)\right)^{\alpha} l_{i}(0) \psi^{\prime}(x)\right\}\right)^{-1}, \tag{45}
\end{equation*}
$$

where $u=u^{(i)}(s)$ is defined by (34)-(35). Hence, there exist two positive constants $c$ and $C$ independent of $\varepsilon$, such that

$$
\begin{equation*}
c \varepsilon^{-(\alpha+1)} \leq \tilde{T}(\varepsilon) \leq C \varepsilon^{-(\alpha+1)}, \tag{46}
\end{equation*}
$$

denoted by

$$
\begin{equation*}
\tilde{T}(\varepsilon) \approx \varepsilon^{-(\alpha+1)} \tag{47}
\end{equation*}
$$

(b) The singularity occurs at the beginning of the envelope of characteristics of the same family, i.e., at the point with minimum $t$-value on the envelope.
(c) For every $i \notin J_{1}$, the $i$-th family of characteristics does not generate any envelope on the domain $0 \leq t \leq \tilde{T}(\varepsilon)$. In particular, every family of weakly linearly degenerate characteristics and then every family of linearly degenerate characteristics do not generate any envelope on the domain $0 \leq t \leq \tilde{T}(\varepsilon)$.
(d) Let $\left(t_{0}, x_{0}\right)\left(t_{0} \triangleq \tilde{T}(\varepsilon)\right)$ be a blow-up point. There exists $i_{0} \in J_{1}$ such that along the $i_{0}$-th characteristic passing through $\left(t_{0}, x_{0}\right)$, the blow-up rate is given by

$$
\begin{equation*}
u_{x}(t, x)=O\left(\left(t_{0}-t\right)^{-1}\right), \quad \forall t<t_{0} \tag{48}
\end{equation*}
$$

which is independent of the index $\alpha$.
(e) On the line $t=\tilde{T}(\varepsilon)$, the set of blow-up points can not possess a positive (even very small) measure.

Remark 3: Theorem 2 implies all the previous results given by of F.John, T.P.Liu and L.Hörmander.

Remark 4: When $\mu=0$, Theorem 2 is still valid (cf. [21]).
We now consider the critical case that system (1) is not weakly linearly degenerate, but the corresponding index $\alpha$ is equal to $+\infty$. By Theorem 1, in this case we still have the blow-up phenomenon. However, the situation on the life-span should be much better. In fact, we have

Theorem 3. (see [14]): Under the assumptions of Theorem 2, but instead of assuming that the index $\alpha$ is an finite integer $\geq 0$, we suppose that $\alpha$ is equal to $+\infty$, for any given integer $N \geq 1$, there exists $\varepsilon_{N}>0$ small enough and a positive constant $C_{N}$ independent of $\varepsilon$ such that for any given $\varepsilon \in\left(0, \varepsilon_{N}\right]$ we have

$$
\begin{equation*}
\tilde{T}(\varepsilon) \geq C_{N} \varepsilon^{-N} \tag{49}
\end{equation*}
$$

However, even in the scalar case

$$
\left\{\begin{array}{l}
u_{t}+\lambda(u) u_{x}=0  \tag{50}\\
t=0: u=\varepsilon \psi(x)
\end{array}\right.
$$

where $\lambda(u) \in C^{\infty}, \lambda^{\prime}(u) \not \equiv 0$ with

$$
\begin{equation*}
\lambda^{(l)}(0)=0 \quad(l=1,2, \cdots) \tag{52}
\end{equation*}
$$

we may choose $\lambda(u)$ in different ways such that

$$
\begin{equation*}
\exp \left\{c \varepsilon^{-p}\right\} \leq \tilde{T}(\varepsilon) \leq \exp \left\{C \varepsilon^{-p}\right\}, \quad \forall p>0 \tag{53}
\end{equation*}
$$

or

$$
\begin{equation*}
\exp \left\{c(\ln \varepsilon)^{2}\right\} \leq \tilde{T}(\varepsilon) \leq \exp \left\{C(\ln \varepsilon)^{2}\right\} \tag{54}
\end{equation*}
$$

etc., where $c$ and $C$ are positive constants independent of $\varepsilon$ (see [14]). Therefore, it is impossible to get a unified sharp estimate on the life-span in the critical case $\alpha=+\infty$. Fortunately, up to now we have never encountered this case in applications.

## 4. Normalized coordinates

The proof of Theorems 1-3 is very long and quite technical. However, the basic idea is as follows: Since the initial data are small and decay as $|x| \rightarrow+\infty$, $n$ waves should be essentially separated from each other in a finite time and the interaction among $n$ waves can be controlled to be relatively small, thus for every wave the problem can be essentially reduced to the scalar case.

Noting that the definition of weak linear degeneracy depends on the characteristic trajectories passing through $u=0, u=u^{(i)}(s) \quad(i=1, \cdots, n)$, the key point in the proof of Theorems $1-3$ is to find new coordinates $\tilde{u}=$ $\tilde{u}(u)(\tilde{u}(0)=0)$ such that in the $\tilde{u}$-space the characteristic trajectories passing through $\tilde{u}=0$ can be expressed in a simple way. We have

Theorem 4. (see [13]): Suppose that in a neighbourhood of $u=0$, system (1) is strictly hyperbolic and $A(u) \in C^{k}$, where $k$ is an integer $\geq 1$. Then there exists a $C^{k+1}$ diffeomorphism $u=u(\tilde{u}) \quad(u(0)=0)$ such that in the $\tilde{u}$-space, for each $i=1, \cdots, n$, the $i$-th characteristic trajectory passing through $\tilde{u}=0$ coincides with the $\tilde{u}_{i}$-axis at least for small $\left|\tilde{u}_{i}\right|$, namely,

$$
\begin{equation*}
\tilde{r}_{i}\left(\tilde{u}_{i} e_{i}\right) / / e_{i}, \quad \forall \operatorname{small}\left|\tilde{u}_{i}\right| \quad(i=1, \cdots, n), \tag{55}
\end{equation*}
$$

where $\tilde{r}_{i}(\tilde{u})$ denotes the corresponding $i$-th right eigenvector in the $\tilde{u}$-space and $e_{i}=(0, \cdots, 0, \stackrel{(i)}{1}, 0, \cdots, 0)^{T}$.

We refer to the diffeomorphism given by Theorem 4 as the normalized transformation, and the corresponding variables $\tilde{u}=\left(\tilde{u}_{1}, \cdots, \tilde{u}_{n}\right)$ are called the normalized variables or normalized coordinates.

In normalized coordinates $\tilde{u}$, the i-th characteristic $\tilde{\lambda}_{i}(\tilde{u})=\lambda_{i}(u(\tilde{u}))$ is weakly linearly degenerate if and only if

$$
\begin{equation*}
\tilde{\lambda}_{i}\left(\tilde{u}_{i} e_{i}\right) \equiv \tilde{\lambda}_{i}(0), \quad \forall \operatorname{small}\left|\tilde{u}_{i}\right|, \tag{56}
\end{equation*}
$$

while, if $\lambda_{i}(\tilde{u})$ is not weakly linearly degenerate, then, either there exists an integer $\alpha_{i} \geq 0$ such that

$$
\begin{equation*}
\left.\frac{d^{l} \tilde{\lambda}_{i}\left(\tilde{u}_{i} e_{i}\right)}{d \tilde{u}_{i}^{l}}\right|_{\tilde{u}_{i}=0}=0 \quad\left(l=1, \cdots, \alpha_{i}\right),\left.\quad \mathrm{b} u t \frac{d^{\alpha_{i}+1} \tilde{\lambda}_{i}\left(\tilde{u}_{i} e_{i}\right)}{d \tilde{u}_{i}^{\alpha_{i}+1}}\right|_{\tilde{u}_{i}=0} \neq 0 \tag{57}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.\frac{d^{l} \tilde{\lambda}_{i}\left(\tilde{u}_{i} e_{i}\right)}{d \tilde{u}_{i}^{l}}\right|_{\tilde{u}_{i}=0}=0 \quad(l=1,2, \cdots) \tag{58}
\end{equation*}
$$

but (56) fails, denoted by $\alpha_{i}=+\infty$.
The system in normalized coordinates can be regarded as a standard form of strictly hyperbolic system. The proof of Theorems 1-3 are taken in normalized coordinates.

Some further properties of normalized coordinates can be found in [19]-[20].

## 5. Non-strictly hyperboric case

Up to now, all results are presented in the strictly hyperbolic case. In this Section we consider the non-strictly hyperbolic system only in some physically meaningful and interesting cases.

Consider the quasilinear hyperbolic system of conservation laws

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial f(u)}{\partial x}=0 \tag{59}
\end{equation*}
$$

where $u=\left(u_{1}, \cdots, u_{n}\right)^{T}$ and $f(u)=\left(f_{1}(u), \cdots, f_{n}(u)\right)^{T}$. Moreover, we suppose that every eigenvalue of $A(u)=\nabla f(u)$ has a constant multiplicity. Without loss of generality, we may suppose that

$$
\begin{equation*}
\lambda(u) \triangleq \lambda_{1}(u) \equiv \cdots \equiv \lambda_{p}(u)<\lambda_{p+1}(u)<\cdots<\lambda_{n}(u), \tag{60}
\end{equation*}
$$

where $1 \leq p \leq n$. When $p=1$, system (59) is strictly hyperbolic; while, when $p>1$, (59) is a non-strictly hyperbolic system of conservation laws with characteristics with constant multiplicity. According to the result given in [24][25], for the hyperbolic system of conservation laws, every characteristic with constant multiplicity $p>1$ must be linearly degenerate:

$$
\begin{equation*}
\nabla \lambda(u) r_{i}(u) \equiv 0 \quad(i=1, \cdots, p), \tag{61}
\end{equation*}
$$

then weakly linearly degenerate. It turns out that all previous results for the strictly hyperbolic case can be similarly extended to the present situation (see [15]-[16]).

## 6. Applications

Now we can apply the previous results to solve the Cauchy problem with small and decaying initial data for the four physical examples given in Section 1 in a complete manner on both the global existence and the blow-up phenomenon except in the critical case $\alpha=+\infty$.

For instance, we consider the following Cauchy problem for the system of the motion of elastic strings

$$
\begin{gather*}
\left\{\begin{array}{c}
\frac{\partial u}{\partial t}-\frac{\partial v}{\partial x}=0 \\
\frac{\partial v}{\partial t}-\frac{\partial}{\partial r}\left(\frac{T(r)}{r} u\right)=0
\end{array}\right.  \tag{62}\\
t=0: u=\tilde{u}_{0}+\varepsilon u_{0}(x), \quad v=\tilde{v}_{0}+\varepsilon v_{0}(x), \tag{63}
\end{gather*}
$$

where $u=\left(u_{1}, \cdots, u_{n}\right)^{T}, v=\left(v_{1}, \cdots, v_{n}\right)^{T}, r=|u|=\sqrt{u_{1}^{2}+\cdots+u_{n}^{2}}$, $T(r)$ is a suitably smooth function of $r>1$ such that

$$
\begin{equation*}
T^{\prime}\left(\tilde{r}_{0}\right)>\frac{T\left(\tilde{r}_{0}\right)}{\tilde{r}_{0}}>0, \tag{64}
\end{equation*}
$$

where $\tilde{r}_{0}=\left|\tilde{u}_{0}\right|>1, \tilde{u}_{0}$ and $\tilde{v}_{0}$ are constant vectors, $\varepsilon>0$ is a small parameter and $\left(u_{0}(x), v_{0}(x)\right) \in C^{1}$ satisfies (42).

By Theorems 1-2, we get (see [14]-[15])
Theorem 5. Suppose that

$$
\begin{equation*}
T^{\prime \prime}(r) \equiv 0, \quad \forall r>1 . \tag{65}
\end{equation*}
$$

System (62) is linearly degenerate, then weakly linearly degenerate, and Cauchy problem (62)-(63) always admits a unique global $C^{1}$ solution $(u(t, x), v(t, x))$ for all $t \in \mathbb{R}$, provided that $\varepsilon>0$ is small enough.

Theorem 6. Suppose that there exists an integer $\alpha \geq 0$ such that

$$
\begin{equation*}
T^{\prime \prime}\left(\tilde{r}_{0}\right)=\cdots=T^{(\alpha+1)}\left(\tilde{r}_{0}\right)=0, \text { but } T^{(\alpha+2)}\left(\tilde{r}_{0}\right) \neq 0 \tag{66}
\end{equation*}
$$

If

$$
\begin{equation*}
\left(\tilde{u}_{0}^{T} u_{0}(x), \tilde{u}_{0}^{T} v_{0}(x)\right) \not \equiv 0 \tag{67}
\end{equation*}
$$

namely, $\tilde{u}_{0}$ is not simultaneously orthogonal to $u_{0}(x)$ and $v_{0}(x)$ for all $x \in \mathbb{R}$, then for $\varepsilon>0$ small enough, the first order derivative $\left(u_{x}(t, x), v_{x}(t, x)\right)$ of the $C^{1}$ solution $(u(t, x), v(t, x))$ to Cauchy problem (62)-(63) must blow up in a finite time and the life-span

$$
\begin{equation*}
\tilde{T}(\varepsilon) \approx \varepsilon^{-(\alpha+1)} \tag{68}
\end{equation*}
$$

The formation of singularity is due to the envelope of characteristics of the first or last family. Moreover, along the first or last characteristic passing through a blow-up point $\left(\tilde{T}(\varepsilon), x_{0}\right)$, the blow-up rate is given by

$$
\begin{equation*}
\left(u_{x}, v_{x}\right)(t, x)=O\left((\tilde{T}(\varepsilon)-t)^{-1}\right), \quad \forall t<\tilde{T}(\varepsilon) \tag{69}
\end{equation*}
$$

## 7. Generalized null Condition

The null condition was introduced in the study of nonlinear wave equations for getting the global existence of classical solutions with small initial data (cf. [26]-[27]). For the first order quasilinear strictly hyperbolic system (1) we can similarly introduce the following

Definition 3: Strictly hyperbolic system (1) is said to satisfy the null condition, if every small plane wave solution $u=u(s)(u(0)=0)$, where $s=a x+b t, a$ and $b$ being constants, to the corresponding linearalized system

$$
\begin{equation*}
u_{t}+A(0) u_{x}=0 \tag{70}
\end{equation*}
$$

is always a solution to the original quasilinear system (1), namely

$$
\begin{equation*}
u_{t}+A(0) u_{x}=(A(0)-A(u)) u_{x} \triangleq B(u) u_{x} \square \tag{71}
\end{equation*}
$$

Without loss of generality, we may suppose that

$$
\begin{equation*}
A(0)=\operatorname{diag}\left\{\lambda_{1}(0), \cdots, \lambda_{n}(0)\right\} \tag{72}
\end{equation*}
$$

Thus, the general solution to system (70) is

$$
\begin{equation*}
u_{i}=u_{i}\left(x-\lambda_{i}(0) t\right) \quad(i=1, \cdots, n) \tag{73}
\end{equation*}
$$

where $u_{i}=u_{i}(s)(i=1, \cdots, n)$ are arbitrarily given smooth functions of $s$. Hence, noting the strict hyperbolicity, for each plane wave solution $u$ to system (70), there exists an index $i \in\{1, \cdots, n\}$ such that

$$
\begin{equation*}
u=u_{i}(s) e_{i} \tag{74}
\end{equation*}
$$

where

$$
\begin{equation*}
s=x-\lambda_{i}(0) t \tag{75}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{i}=(0, \cdots, 0, \stackrel{(i)}{1}, 0, \cdots, 0)^{T} \tag{76}
\end{equation*}
$$

Therefore, we get

$$
\begin{aligned}
& \text { The null condition for system (1) } \\
& \text { ॥ } \\
& B\left(u_{i}(s) e_{i}\right) u_{i}^{\prime}(s) e_{i} \equiv 0, \forall \operatorname{small} u_{i}(s)\left(u_{i}(0)=0\right) \quad(i=1, \cdots, n) \\
& \text { § } \\
& B\left(u_{i} e_{i}\right) e_{i} \equiv 0, \forall \text { small }\left|u_{i}\right| \quad(i=1, \cdots, n) \\
& \text { I } \\
& A\left(u_{i} e_{i}\right) e_{i} \equiv \lambda_{i}(0) e_{i}, \forall \mathrm{small}\left|u_{i}\right| \quad(i=1, \cdots, n) \\
& \Uparrow \\
& \lambda_{i}\left(u_{i} e_{i}\right) e_{i} \equiv \lambda_{i}(0), \forall \operatorname{small}\left|u_{i}\right| \quad(i=1, \cdots, n), \\
& r_{i}\left(u_{i} e_{i}\right) / / e_{i}, \forall \operatorname{small}\left|u_{i}\right| \quad(i=1, \cdots, n) \\
& \Uparrow \\
& \text { system(1) is weakly linearly degenerate and } \\
& u \stackrel{ }{=}\left(u_{1}, \cdots, u_{n}\right) \text { are normalized coordinates. }
\end{aligned}
$$

Moreover, since (1) is a system with $n$ unknown variables, we may introduce the following

Definition 4: System (1) is said to satisfy the generalized null condition, if there exists a local $C^{2}$ diffeomorphism $\tilde{u}=\tilde{u}(u)(\tilde{u}(0)=0)$ such that the corresponding system for $\tilde{u}$ satisfies the null condition.

In Definition 4, $\tilde{u}=\left(\tilde{u}_{1}, \cdots, \tilde{u}_{n}\right)$ are normalized coordinates and $\tilde{u}=$ $\tilde{u}(u)$ is noting but a normalized transformation. Thus, system (1) satisfies the generalized null condition simply means that system (1) satisfies the null condition in normalized coordinates.

Noting that for every $i=1, \cdots, n, \nabla \lambda_{i}(u) r_{i}(u)$ is an invariant under any given invertible $C^{2}$ transformation $\tilde{u}=\tilde{u}(u)$, we have

Proposition 1 (see [13]): System (1) is weakly linearly degenerate if and only if system (1) satisfies the generalized null condition.
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#### Abstract

In this paper, we solve a special 3D model problem concerning moving waterline of shallow water equations. We adopted two kinds of description for moving waterline formulations, of which the second produces better result and is recommended. To solve the 3D model problem, a stable scheme for smooth solution is given through special treatment of boundary, based on which we present numerical example for the 3D model problem, and the result demonstrates the accuracy and stability of our scheme.
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## 1. Introduction

Shallow-water flows are nearly horizontal, which allows a considerable simplification in the mathematical formulation and numerical solution by describing the average behavior of the fluid flow. The relative simplicity is the reason why such flows have attracted the attention of many mathematicians and hydrodynamicists.

The numerical solution of the shallow water equations (SWE) was one of the early applications of digital computers when these became available in the late 1940's. Simulations were done by Charney et all [1] for atmospheric and Hansen [4] for oceangraphic flows. Now many developments has been achieved in numerics [10].

Study of run-up of ocean waves on sloping beach is one of the classical problems in hydrodynamics because the wave motion around moving waterline is highly nonlinear. There is same nonlinearity for SWE. The moving water-

[^12]line can also be mathematically considered as the moving boundary conditions for a hyperbolic system. As well known, the most important mathematical and physical quantities of the hyperbolic equations are characteristics, and the wellposedness of the hyperbolic equations is closely related to the propagating direction of the characteristics on the boundary. At the moving waterline, the propagating directions all coalesce into a single one, such that the hyperbolic character of SWE gets lost and the wellposedness is not so straightforward. Numerical study will not stop here. An Eulerian-Lagrangian hybrid method for two dimensional run-up of ocean waves on sloping beach is proposed in [11]. The artificial boundary condition (ABC) is considered for bounded domain problem, and conservative scheme is applied to SWE for overcoming the appearance of hydraulic jump In [6]. In this paper, we solve a special 3D model problem concerning moving waterline of shallow water equations. We adopted two kinds of description of moving waterline formulations, of which the second produces better result for the stability of numerical discretization and is recommended. The 3D model problem, which is periodic in x direction and symmetric in y direction, could be used to avoid the ABC of high dimensional conservation laws. A stable scheme for smooth solution is given through special treatment of the boundary, based on which we present a numerical example for the 3D model problem, and the result demonstrates the accuracy and stability of our scheme. More robust schemes are still wanted for general solution.

The rest of this paper is organized as follows: in section 2 we will introduce the 3D SWEs. Two kinds of moving waterline formulation are described in section 3 and 4 respectively. In section 5 we present some numerical experiments to verify the accuracy and stability of our scheme for smooth solution. The conclusions are drawn in the last section.

## 2. Three dimensional SWEs

The shallow water equation in three dimension is of the form

$$
\left\{\begin{array}{l}
(\eta+h)_{t}+((\eta+h) u)_{x}+((\eta+h) v)_{y}=0  \tag{1}\\
((\eta+h) u)_{t}+\left((\eta+h) u^{2}+\frac{1}{2} g(\eta+h)^{2}\right)_{x}+((\eta+h) u v)_{y}=g(\eta+h) h_{x} \\
((\eta+h) v)_{t}+((\eta+h) u v)_{x}+\left((\eta+h) v^{2}+\frac{1}{2} g(\eta+h)^{2}\right)_{y}=g(\eta+h) h_{y}
\end{array}\right.
$$

where $g$ is the gravity coefficient, $h(x, y)$ is the undisturbed water depth, $\eta(x, y, t)$ is the water elevation from the undisturbed water surface at time $t$ and $u(x, y, t), v(x, y, t)$ are the $x, y$ component of flow velocities of the wave motion respectively. Thus $\eta(x, y, t)+h(x, y)$ denotes the distance between the surface and the bottom of the river, it is bigger than zero always. The derivation of this system can be seen from [9] or derived from conservation of physical quantities directly.

We simply write this equation as

$$
\begin{equation*}
\frac{\partial \mathbf{U}}{\partial t}+\frac{\partial \mathbf{F}}{\partial x}+\frac{\partial \mathbf{G}}{\partial y}=\mathbf{S} \tag{2}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathbf{U}=\left(\begin{array}{c}
\eta+h \\
(\eta+h) u \\
(\eta+h) v
\end{array}\right), \quad \mathbf{F}=\left(\begin{array}{c}
(\eta+h) u \\
(\eta+h) u^{2}+\frac{1}{2} g(\eta+h)^{2} \\
(\eta+h) u v
\end{array}\right) \\
\mathbf{G}=\left(\begin{array}{c}
(\eta+h) v \\
(\eta+h) u v \\
(\eta+h) v^{2}+\frac{1}{2} g(\eta+h)^{2}
\end{array}\right), \quad \mathbf{S}=\left(\begin{array}{c}
0 \\
g(\eta+h) h_{x} \\
g(\eta+h) h_{y}
\end{array}\right) .
\end{gathered}
$$

We will use the conservative formulation of these equations in the following, from now on, we will use $u, v, w$ instead of the height function $\eta+h$, the momentum in x-direction $(\eta+h) u$ and the momentum in y -direction $(\eta+h) v$ respectively. Then we have

$$
\begin{gathered}
\mathbf{U}=\left(\begin{array}{c}
u \\
v \\
w
\end{array}\right), \quad \mathbf{F}=\left(\begin{array}{c}
v \\
\frac{v^{2}}{u}+\frac{1}{2} g u^{2} \\
\frac{v w}{u}
\end{array}\right) \\
\mathbf{G}=\left(\begin{array}{c}
w \\
\frac{v w}{u} \\
\frac{w^{2}}{u}+\frac{1}{2} g u^{2}
\end{array}\right), \quad \mathbf{S}=\left(\begin{array}{c}
0 \\
g u h_{x} \\
g u h_{y}
\end{array}\right) .
\end{gathered}
$$

## 3. Fully Lagrangian moving waterline equations

We can extend moving waterline equations from two dimension [11] to three dimension directly. The formulation is based on the fully Lagrangian. We describe the equations as follows:

$$
\left\{\begin{array}{l}
h(X(t), Y(t))+\eta(X(t), Y(t), t)=0  \tag{3}\\
\frac{d X}{d t}=u(X(t), Y(t), t)=U(t) \\
\frac{d Y}{d t}=v(X(t), Y(t), t)=V(t) \\
\frac{d U}{d t}=u_{t}+u_{x} U+u_{y} V=-g \eta_{x}(X(t), Y(t), t) \\
\frac{d V}{d t}=v_{t}+v_{x} U+v_{y} V=-g \eta_{y}(X(t), Y(t), t)
\end{array}\right.
$$

where $X(t), Y(t)$ denote the time-varying position of the fluid particles at the waterline, and $U(t), V(t)$ are the Lagrangian velocities. The first equation is
the definition of moving waterline, and the second and third are kinematical equations. The fourth and fifth are dynamical equations which are Lagrangian description of the momentum conservation of SWE, where the water depth is zero. The evolution equation (1) and (3) completely specify the motion of the system. The Lagrangian formulation will lead to domain changing with the evolution of the moving waterline, which will cause numerical difficulties. Actually, we designed schemes for this formulation, and the sensitivity related to the moving domain leads to numerical instability seriously!

## 4. Semi-Eulerian moving waterline equations

We assume a time dependent curve in x - y plane can be parameterized by $x$, and the particles on this curve move with the speed $(u, v)$. The curve could be described as: $y=Y(x, t)$. Then we have

$$
\begin{equation*}
Y_{t}=V-U Y_{x} \tag{4}
\end{equation*}
$$

where $U(x, t)=u(x, Y(x, t), t), V(x, t)=v(x, Y(x, t), t)$.
Lemma 1. For arbitrary time dependent Lagrangian curve ( $X(\xi, t), Y(\xi, t)$ ), if we assume that the material derivative of the coordinates satisfies

$$
\left\{\begin{array}{l}
\frac{d X}{d t}=U \\
\frac{d Y}{d t}=V
\end{array}\right.
$$

and a function defined on this curve satisfies $\frac{d f}{d t}=g$, then we have the relation:

$$
\begin{equation*}
D_{t} f=g-U D_{x} f \tag{5}
\end{equation*}
$$

Proof: Using the curve expression, we have

$$
Y_{t}-V+U Y_{x}=0
$$

then we get

$$
\begin{aligned}
D_{t} f & =D_{t} f(x, Y(x, t), t)=f_{t}+f_{y} Y_{t}=f_{t}+f_{y}\left(V-U Y_{x}\right) \\
& =g-U f_{x}-V f_{y}+V f_{y}-U f_{y} Y_{x}=g-U\left(f_{x}+f_{y} Y_{x}\right)=g-U D_{x} f
\end{aligned}
$$

This ends the proof.
Taking advantage of above lemma, the semi-Eulerian moving waterline equations could be written:

$$
\left\{\begin{array}{l}
\eta+h=0  \tag{6}\\
\frac{D Y}{D t}=V-U Y_{x} \\
\frac{D U}{D t}=-g \eta_{x}-U U_{x} \\
\frac{D V}{D t}=-g \eta_{y}-U V_{x}
\end{array}\right.
$$

We call the system as semi-Eulerian formulation because here only $y$-direction is Lagrangian. The domain will not move in $x$-direction if we use the semiEulerian formulation.

## 5. Numerical methods

Here we assume the moving waterline is a function of $x$ along the beach. We will perform a coordinate transformation to the equations in order to keep the computational domain fixed. The calculation will be done in the fixed domain. The strategy is as follows: define coordinate transformation:

$$
\left\{\begin{array}{ccc}
t & = & t^{\prime} \\
x & = & x^{\prime} \\
y & = & \frac{Y\left(x^{\prime}, t^{\prime}\right)}{Y_{0}} y^{\prime}
\end{array}\right.
$$

this transformation changes the moving waterline $(x, Y(x, t))$ into a fixed straight line $\left(x^{\prime}, Y_{0}\right)$, where $x^{\prime}, y^{\prime}, t^{\prime}$ are transformed variables. $Y_{0}$ is a constant. We have the following relations:

$$
\left(\begin{array}{c}
\frac{\partial}{\partial \partial^{\prime}}  \tag{7}\\
\frac{\partial}{\partial x^{\prime}} \\
\frac{\partial}{\partial y^{\prime}}
\end{array}\right)=\mathbf{T}\left(\begin{array}{c}
\frac{\partial}{\partial t} \\
\frac{\partial}{\partial x} \\
\frac{\partial}{\partial y}
\end{array}\right)
$$

where

$$
\mathbf{T}=\left(\begin{array}{ccc}
1 & 0 & \frac{y^{\prime}}{Y_{0}} \frac{\partial Y}{\partial t^{\prime}} \\
0 & 1 & \frac{y^{\prime}}{Y_{0}} \frac{\partial Y}{\partial x^{\prime}} \\
0 & 0 & \frac{Y}{Y_{0}}
\end{array}\right)
$$

and $X, Y$ are defined as before.
After simple calculation, we may get

$$
\mathbf{T}^{-\mathbf{1}}=\left(\begin{array}{ccc}
1 & 0 & a \\
0 & 1 & b \\
0 & 0 & c
\end{array}\right)
$$

where

$$
a=\frac{y^{\prime}}{Y} \frac{\partial Y}{\partial t^{\prime}}, \quad b=\frac{y^{\prime}}{Y} \frac{\partial Y}{\partial x^{\prime}}, \quad c=\frac{Y_{0}}{Y}
$$

Under this transformation, the equations become (all the primes of the variables are omitted):

$$
\mathbf{U}_{t}+a \mathbf{U}_{y}+\mathbf{F}_{x}+b \mathbf{F}_{y}+c \mathbf{G}_{y}=\mathbf{S}
$$

where $a, b, c$ are defined as above.
We rewrite the transformed equations in conservative form:

$$
\mathbf{U}_{t}+\mathbf{F}_{x}+(a \mathbf{U}+b \mathbf{F}+c \mathbf{G})_{y}=\left(a_{y} \mathbf{U}+b_{y} \mathbf{F}+\mathbf{S}\right)
$$

where

$$
\left\{\begin{aligned}
a_{y} & =-\frac{1}{Y} \frac{\partial Y}{\partial t} \\
b_{y} & =\frac{1}{Y} \frac{\partial Y}{\partial x}
\end{aligned}\right.
$$

Define

$$
\begin{aligned}
& \tilde{\mathbf{U}}=\mathbf{U}, \tilde{\mathbf{F}} \\
&=\mathbf{F}, \quad \tilde{\mathbf{G}}=a \mathbf{U}+b \mathbf{F}+c \mathbf{G} \\
& \tilde{\mathbf{S}}=a_{y} \mathbf{U}+b_{y} \mathbf{F}+\mathbf{S}
\end{aligned}
$$

we have the following system:

$$
\begin{equation*}
\tilde{\mathbf{U}}_{t}+\tilde{\mathbf{F}}_{x}+\tilde{\mathbf{G}}_{y}=\tilde{\mathbf{S}} \tag{8}
\end{equation*}
$$

To solve this nonhomogeneous conservation laws, we apply third order WENO scheme to space and TVD-RK3 to time [8]. As well known, the third order WENO is a five point stencil in each direction, which is not enough for the points neighboring to the boundary. Mixed scheme will cause numerical instability seriously!

For smooth solution, in principle, we can use Lax-Wendroff scheme. Unfortunately, 2D Lax-Wendroff scheme is still a five point stencil in each direction [7], which will lead numerical instability seriously. Using centered difference to space, and TVD-RK3 to time [3], whose stable region covers one segment of imaginary axis, and fully coupling the boundary equations and SWEs inside, we obtain a stable scheme for smooth solution.

Remark: TVD-RK3 is:

$$
\left\{\begin{align*}
u^{(1)} & =u^{n}+\triangle t L\left(u^{n}\right)  \tag{9}\\
u^{(2)} & =\frac{3}{4} u^{n}+\frac{1}{4} u^{(1)}+\frac{1}{4} \triangle t L\left(u^{(1)}\right) \\
u^{n+1} & =\frac{1}{3} u^{n}+\frac{2}{3} u^{(2)}+\frac{2}{3} \triangle t L\left(u^{(2)}\right)
\end{align*}\right.
$$

The stable region is the same as the classical third order RK method.

## 6. Numerical results

We choose the domain as $[-\pi, \pi] \times[0, \pi]$, in which $x$ direction is period and $y$ direction is symmetric. The height function is also periodic in $x$ direction and symmetric in $y$ direction. The initial value is chosen as:

$$
\eta(x, y, 0)=\eta_{0}(\cos (x)+1)(\cos (y)+1)
$$

and the bottom function is chosen as one dimensional shape:

$$
h(x, y)=1-\frac{y^{2}}{\pi^{2}}
$$

we set $\eta_{0}=0.0025$. The physical time covers from $t=0$ to $t=100$. The numerical results are stable and smooth with very small diffusion. The evolution surfaces in different times are shown in Figure 1:



Figure 1. shallow water wave evolution

The evolution of moving waterline are shown in Figure 2.


Figure 2. evolution of moving waterline

In order to estimate the order of the scheme, we perform computation with subdivision $50 \times 50,100 \times 100,200 \times 200$, and $400 \times 400$. we consider the numerical result in finest mesh as accurate solution, then we can do $L^{\infty}$
estimate numerically. The results are shown in Figure 3, two order accuracy was observed.


Figure 3. $\quad L^{\infty}$ error and order estimates

## 7. Conclusions

In this paper, we solve a special 3D model problem concerning the moving waterline of shallow water equations. A stable scheme for smooth solution is given through special treatment of boundary. The application is limited. We are looking for more robust scheme, such as modifying standard WENO schemes or discontinuous Galerkin methods etc, and hope new schemes can be used for general solution. These results will be reported elsewhere.
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#### Abstract

We examine expansions of FEMs. Although this topic has been discussed for above 20 years some progress has been made in 2001. We first introduce the main progress by Jiafu Lin and Lutz Tobiska, et al. for the solution problem of PDEs, and we then also study about the application of the error expansion method to an eigenvalue problem.


## 1. Part I Solution Problem

Reserachers are interested in the "simple FEM, coarse mesh and high accuracy". We do not discuss directly in this part about which elements are high performance but discuss about how the extrapolation technique supported by "postprocessing FE" will produce a high performance. The theoretical base is the "transitional" error expansion. There are some survey papers or books concerning with such an expansion, e.g., Rannacher [16], Shen [19] or Brunner [3], Chen and Huang [4], Krizek and Neittaanmaki [6], Liu and Zhu [15], Lin and Yan [14], Shaidurov [18] and Sloan [20], including a complete state and art before 2000 and the related references. We do not repeat them here but introduce the progress in 2001.

First, Jiafu Lin in his postdoctoral thesis [7] investigated systematically the error expansions for conforming FEs, including 5 kinds of triangular elements (linear, quadratic, Hood-Taylor, $P_{1}-P_{1}$, Raviart-Thomas) and 6 kinds of rectangular elements (bilinear, biquadratic, Hood-Taylor, high degree Hood-Taylor, $\mathrm{Q}_{2}^{+}-\mathrm{Q}_{1}$, Nedelec). Although some results have been known (e.g., in [14]) Jiafu Lin's proof is more mechanical and systematical, especially in constructing postprocessed FE solution.
Let us consider the Poisson model on a rectangular domain $\Omega$ : find solution $u \in H_{0}^{1}(\Omega)$ :

$$
a(u, v)=(f, v) \quad \forall v \in H_{0}^{1}(\Omega)
$$

$$
a(u, v)=\int_{\Omega} u_{x} v_{x}+u_{y} v_{y}
$$

( $\mathrm{d} x \mathrm{~d} y$ is omitted in this article). We construct the rectangulation $T_{h}=\{e\}$, introduce the FE space $V_{h} \subset H^{1}(\Omega)$ and $V_{h, 0}=V_{h} \cap H_{0}^{1}(\Omega)$, and find the FE solution $u_{h} \in V_{h, 0}$ :

$$
a\left(u_{h}, v\right)=(f, v) \quad \forall v \in V_{h, 0}
$$

We cannot have the error expansion straightly for the FE solution itself but
i) A transitional expansion

Compare an interpolation $u_{I} \in V_{h}$ : for $v \in V_{h, 0}$,

$$
a\left(u_{h}-u_{I}, v\right)=a\left(u-u_{I}, v\right)=\int_{\Omega}\left(u-u_{I}\right)_{x} v_{x}+\left(u-u_{I}\right)_{y} v_{y}
$$

The integrals are then expanded into a dominant term and a higher order remainder:

$$
c h^{k}+o\left(h^{k}\right)|v|_{j}
$$

for some integers $k$ and $j$. From which we can get the transitional expansion: there exists a function $\phi$, independent of $h$, such that in appropriate norms

$$
u_{h}-u_{I}=\phi \cdot h^{k}+o\left(h^{k}\right)
$$

We want, however, to approximate $u$ rather than approximate $u_{I}$. For this we need
ii) Postprocessing

This is a high degree interpolation on a coarse mesh, see, e.g., the interpolations $\Pi_{3 h}^{6}$ and $\Pi_{2 h}^{4}$ for biquadratic and Adini elements below, respectively. Construct postprocessed solution $\Pi_{m h}^{l} u_{h}$ (e.g., $m=3, l=6$ ), we have in appropriate norms

$$
\Pi_{m h}^{l} u_{h}-u=\phi_{1} \cdot h^{k}+o\left(h^{k}\right)
$$

iii) Extrapolation

Taking $\widetilde{u}_{h}=\Pi_{m h}^{l} u_{h}$, then we get in appropriate norms

$$
\frac{2^{k} \widetilde{u}_{h / 2}-\widetilde{u}_{h}}{2^{k}-1}=u+o\left(h^{k}\right)
$$

Therefore, we may concentrate ourself on the expansions for the integrals, like

$$
\int_{e}\left(u-u_{I}\right)_{x} v_{x}
$$

where $e \in T_{h}: e=\left[x_{e}-h_{e}, x_{e}+h_{e}\right] \times\left[y_{e}-k_{e}, y_{e}+k_{e}\right]$.

### 1.1 Biquadratic element

Let us introduce the biquadratic polynomial space

$$
\begin{gathered}
V_{h}=\left\{v \in C(\bar{\Omega}) ;\left.v\right|_{e} \in \mathrm{Q}_{2} \forall e \in T_{h}\right\} \\
\mathrm{Q}_{2}=\operatorname{span}\left\{1, x, y, x^{2}, x y, y^{2}, x^{2} y, x y^{2}, x^{2} y^{2}\right\}
\end{gathered}
$$

Let the biquadratic interpolation $u_{I}$ be defined by the point-line-plane condition:

$$
u_{I}\left(Z_{i}\right)=u\left(Z_{i}\right), \int_{l_{i}}\left(u_{I}-u\right) d s=0, \quad i=1,2,3,4, \int_{e}\left(u_{I}-u\right)=0
$$

where $Z_{i}$ and $l_{i}$ are four vertices and four edges, respectively, of the element $e$.
Lemma 1. If $v \in V_{h}$, then

$$
\begin{gather*}
\int_{e}\left(u-u_{I}\right)_{x} v_{x}=-\frac{k_{e}^{4}}{45} \int_{e} u_{x y y y} v_{x y}+O\left(h^{4}\right)|u|_{5, e}|v|_{1, e}  \tag{1}\\
\int_{e}\left(u-u_{I}\right)_{x} v_{x}=-\frac{k_{e}^{4}}{45} \int_{e} u_{x y y y} v_{x y}+\frac{32 k_{e}^{6}}{4725} \int_{e} u_{x y y y y} v_{x y y}+O\left(h^{6}\right)|u|_{6, e}|v|_{2, e} \tag{2}
\end{gather*}
$$

Proof E.g., the last expansion can be checked, by the Bramble-Hilbert Lemma, on the standard reference element $\hat{e}=[-1,1] \times[-1,1]$ for the polynomial $\hat{u} \in P_{5}(\hat{e})$ :
$\int_{\hat{e}}\left(\hat{u}-\hat{u}_{I}\right)_{\hat{x}} \hat{v}_{\hat{x}} d \hat{x} d \hat{y}+\frac{1}{45} \int_{\hat{e}} \hat{u}_{\hat{x} \hat{y} \hat{y} \hat{y}} \hat{v}_{\hat{x} \hat{y}} d \hat{x} d \hat{y}-\frac{32}{4725} \int_{\hat{e}} \hat{u}_{\hat{x} \hat{y} \hat{y} \hat{y} \hat{y}} \hat{v}_{\hat{x} \hat{y} \hat{y}} d \hat{x} d \hat{y}=0$
where $\hat{u}_{I}=\hat{u}$ when $\hat{u} \in Q_{2}(\hat{e})$, otherwise

| $\hat{u}$ | $\hat{x}^{3}$ | $\hat{y}^{3}$ | $\hat{x}^{4}$ | $\hat{x}^{3} \hat{y}$ | $\hat{x} \hat{y}^{3}$ | $\hat{y}^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\hat{u}_{I}$ | $\hat{x}$ | $\hat{y}$ | $\frac{6 \hat{x}^{2}-1}{5}$ | $\hat{x} \hat{y}$ | $\hat{x} \hat{y}$ | $\frac{6 \hat{y}^{2}-1}{5}$ |
| $\hat{u}$ | $\hat{x}^{5}$ | $\hat{x}^{4} \hat{y}$ | $\hat{x}^{3} \hat{y}^{2}$ | $\hat{x}^{2} \hat{y}^{3}$ | $\hat{x} \hat{y}^{4}$ | $\hat{y}^{5}$ |
| $\hat{u}_{I}$ | $\hat{x}$ | $\left(\frac{6 \hat{x}^{2}-1}{5}\right) \hat{y}$ | $\hat{x} \hat{y}^{2}$ | $\hat{x}^{2} \hat{y}$ | $\hat{x}\left(\frac{6 \hat{y}^{2}-1}{5}\right)$ | $\hat{y}$ |

Theorem 1. If $v \in V_{h, 0}$ and $T_{h}$ is uniform: $k_{e} \equiv h_{2}\left(\forall e \in T_{h}\right)$, then

$$
\int_{\Omega}\left(u-u_{I}\right)_{x} v_{x}=-\frac{h_{2}^{4}}{45} \int_{\Omega} u_{x x y y y y} v+O\left(h^{5}\right)|u|_{6}|v|_{1} .
$$

Proof Integration by parts in the right-hand side of (2), leads to

$$
\sum_{e} \int_{e} u_{x y y y} v_{x y}=-\sum_{e} \int_{e} u_{x x y y y} v_{y}=\sum_{e} \int_{e} u_{x x y y y y} v
$$

$$
\sum_{e} \int_{e} u_{x y y y y} v_{x y y}=-\sum_{e} \int_{e} u_{x x y y y y} v_{y y}
$$

Theorem 1 now follows from Lemma 1.
From expansion (2) and Theorem 1 we can get an extrapolation algorithm as follows.

First, we construct on the coarse element $\tau$ consisted of 9 elements $e_{i}(i=$ $1, \cdots, 9)$ the postprocessing interpolation $\Pi_{3 h}^{6}: C(\tau) \rightarrow Q_{6}(\tau)$ such that

$$
\begin{gathered}
\Pi_{3 h}^{6} v\left(Z_{i}\right)=v\left(Z_{i}\right), \quad i=1, \ldots, 16, \quad \int_{l_{i}}\left(\Pi_{3 h}^{6} v-v\right) d s=0, \quad i=1, \ldots, 24 \\
\int_{e_{i}}\left(\Pi_{3 h}^{6} v-v\right)=0, i=1, \ldots, 9
\end{gathered}
$$

where $Z_{i}$ and $l_{i}$ are 16 nodal points and 24 edges, respectively, of $\tau$. We then have an error expansion for postprocessed FE solution in the $L^{2}$ norm:

$$
\Pi_{3 h}^{6} u_{h}-u=\phi_{1} h^{4}+O\left(h^{6}\right)
$$

which leads to a new extrapolation in the $L^{2}$ norm:

$$
\widetilde{u}_{h}=\Pi_{3 h}^{6} u_{h}, \quad \frac{2^{4} \widetilde{u}_{h / 2}-\widetilde{u}_{h}}{2^{4}-1}=u+O\left(h^{6}\right)
$$

A question arises: what is the result when the biquadratic interpolation $u_{I}$ is defined by the standard nodal point condition: $u_{I}\left(Z_{i}\right)=u\left(Z_{i}\right) \quad(i=$ $1, \cdots, 9)$ ?

Lemma 2. If $v \in V_{h}$ and $u_{I}$ is the nodal point interpolation, then

$$
\begin{equation*}
\int_{e}\left(u-u_{I}\right)_{x} v_{x}=-\frac{k_{e}^{4}}{45} \int_{e} u_{x y y y} v_{x y}+\frac{h_{e}^{4}}{180} \int_{e} u_{x x x x} v_{x x}+O\left(h^{4}\right)|u|_{5, e}|v|_{1, e} \tag{3}
\end{equation*}
$$

with one more term than (1).
The proof is similar to Lemma 1: checking on $\hat{e}$ for $\hat{u} \in P_{4}(\hat{e})$ the expansion
$\int_{\hat{e}}\left(\hat{u}-\hat{u}_{I}\right)_{\hat{x}} \hat{v}_{\hat{x}} d \hat{x} d \hat{y}+\frac{1}{45} \int_{\hat{e}} \hat{u}_{\hat{x} \hat{y} \hat{y} \hat{y}} \hat{v}_{\hat{x} \hat{y}} d \hat{x} d \hat{y}-\frac{1}{180} \int_{\hat{e}} \hat{u}_{\hat{x} \hat{x} \hat{x} \hat{x}} \hat{v}_{\hat{x} \hat{x}} d \hat{x} d \hat{y}=0$
where $\hat{u}_{I}=\hat{u}$ when $\hat{u} \in Q_{2}(\hat{e})$, otherwise

| $\hat{u}$ | $\hat{x}^{3}$ | $\hat{y}^{3}$ | $\hat{x}^{4}$ | $\hat{x}^{3} \hat{y}$ | $\hat{x} \hat{y}^{3}$ | $\hat{y}^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\hat{u}^{I}$ | $\hat{x}$ | $\hat{y}$ | $\hat{x}^{2}$ | $\hat{x} \hat{y}$ | $\hat{x} \hat{y}$ | $\hat{y}^{2}$ |

The additional term in (3) cannot achieve a high order. Even if $T_{h}$ is uniform,

$$
\begin{equation*}
\frac{h_{1}^{4}}{180} \sum_{e} \int_{e} u_{x x x x} v_{x x}=\frac{h_{1}^{4}}{180} \sum_{e}\left(\int_{l_{1}}-\int_{l_{3}}\right) u_{x x x x} v_{x} d y+O\left(h^{4}\right)|u|_{5}|v|_{1} \tag{4}
\end{equation*}
$$

where $l_{1}$ and $l_{3}$ are the right and left edges, respectively, of the element $e$. Since $v_{x}$ is not continuous across the edges $l_{1}$ and $l_{3}$, the above edge integrals cannot be cancelled. So that the nodal point interpolation makes the integral to be of a low order:

$$
\begin{equation*}
\int_{\Omega}\left(u-u_{I}\right)_{x} v_{x}=O\left(h^{3}\right)|u|_{4}|v|_{1} . \tag{5}
\end{equation*}
$$

Therefore, the point-line-plane interpolation is better than the nodal point one.

### 1.2 Bicubic rectangular element

Let, for $k \geq 3$,

$$
\begin{aligned}
& V_{h}=\left\{v \in C(\bar{\Omega}) ;\left.v\right|_{e} \in Q_{k} \forall e \in T_{h}\right\} \\
& \quad Q_{k}=\operatorname{span}\left\{x^{i} y^{j} ; 0 \leq i \leq k, 0 \leq j \leq k\right\}
\end{aligned}
$$

and the interpolation $u_{I} \in V_{h}$ defined by the point-line-plane condition:

$$
\begin{gathered}
u_{I}\left(Z_{i}\right)=u\left(Z_{i}\right), \quad \int_{l_{i}}\left(u_{I}-u\right) v d s=0 \quad \forall v \in P_{k-2}\left(l_{i}\right), i=1,2,3,4, \\
\int_{e}\left(u_{I}-u\right) v=0 \quad \forall v \in Q_{k-2}(e)
\end{gathered}
$$

Lemma 3. If $v \in V_{h}$, then

$$
\begin{aligned}
& \int_{e}\left(u-u_{I}\right)_{x} v_{x}= \\
& \quad-\frac{k_{e}^{2 k}}{(2 k-1)!!(2 k+1)!!} \int_{e} \partial_{x} \partial_{y}^{k+1} u \cdot \partial_{x} \partial_{y}^{k-1} v+O\left(h^{k+3}\right)|u|_{k+3, e}|v|_{2, e}
\end{aligned}
$$

Proof The expansion can be checked on $\hat{e}$ for $\hat{u} \in P_{k+2}(\hat{e})$, where $\hat{u}_{I}=\hat{u}$ when $\hat{u} \in Q_{k}(\hat{e})$, otherwise,

| $\hat{u}$ | $\hat{x}^{k+1}$ | $\hat{y}^{k+1}$ | $\hat{x}^{k+2}$ | $\hat{x}^{k+1} \hat{y}$ | $\hat{x} \hat{y}^{k+1}$ | $\hat{y}^{k+2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\hat{u}-\hat{u}_{I}$ | $p_{k}(\hat{x})$ | $p_{k}(\hat{y})$ | $p_{k+1}(\hat{x})$ | $p_{k}(\hat{x}) \hat{y}$ | $\hat{x} p_{k}(\hat{y})$ | $p_{k+1}(\hat{y})$ |

where

$$
p_{k}(t)=\frac{(k+1)!}{(2 k)!} \frac{d^{k-1}\left(t^{2}-1\right)^{k}}{d t^{k-1}}
$$

When $k=3$ we get superclose estimate

$$
\begin{equation*}
\int_{\Omega}\left(u-u_{I}\right)_{x} v_{x}=O\left(h^{5}\right)|u|_{6}|v|_{1} . \tag{6}
\end{equation*}
$$

On the contrary to $k \leq 2$ we cannot have the extrapolation estimate for $k \geq 3$, although we can construct by (6) the postprocessed solution like $\Pi_{2 h}^{5} u_{h}$ which is superconvergent to $u$.

A question arises: what is the result when the interpolation $u_{I}$ returns to be the standard nodal point condition rather than our point-line-plane conditions?

Consider the case $k=3$. Set $x_{1}=-1, x_{2}=a, x_{3}=b, x_{4}=1$, $-1<a<b<1$. The interpolation $u_{I} \in V_{h}$ is defined by the nodal point condition: on the element $e$

$$
\left(u_{I}-u\right)\left(x_{e}+x_{i} h_{e}, y_{e}+x_{j} k_{e}\right)=0, \quad i, j=1,2,3,4
$$

Lemma 4. If $v \in V_{h}$, then

$$
\begin{align*}
& \int_{e}\left(u-u_{I}\right)_{x} v_{x}=  \tag{7}\\
& \frac{h_{e}^{4}}{12}\left[\frac{2}{5}+\frac{a b-1}{3}\right] \int_{e} u_{x x x x} v_{x x}-(a+b) \frac{h_{e}^{5}}{180} \int_{e} u_{x x x x} v_{x x x}+O\left(h^{4}\right)|u|_{5, e}|v|_{1, e}
\end{align*}
$$

The proof is similar to Lemma 3, but when $\hat{u}=\hat{x}^{4}$,

$$
\hat{u}_{I}(t)=(a+b) t^{3}-(a b-1) t^{2}-(a+b) t+a b
$$

Case 1. Take the equidistance nodal points: $a=-1 / 3, b=1 / 3$. Then (7) leads to

$$
\int_{e}\left(u-u_{I}\right)_{x} v_{x}=\frac{h_{e}^{4}}{405} \int_{e} u_{x x x x} v_{x x}+O\left(h^{4}\right)|u|_{5, e}|v|_{1, e}
$$

Like (4), the integration by parts will lead to a low order, and hence we only have (5).

Case 2. To make the two dominant terms of (7) to be zero we may select

$$
\frac{2}{5}+\frac{a b-1}{3}=0, a+b=0
$$

or $a=-b, a^{2}=1 / 5$, which are unequidistance nodal points. Then,

$$
\begin{equation*}
\int_{e}\left(u-u_{I}\right)_{x} v_{x}=O\left(h^{4}\right)|u|_{5, e}|v|_{1, e} \tag{8}
\end{equation*}
$$

a better result than the case 1 . To make clear if (8) is optimal we need to further expand the integral:
$\int_{e}\left(u-u_{I}\right)_{x} v_{x}=\frac{2 h_{e}^{6}}{7875} \int_{e} u_{x x x x x} v_{x x}-\frac{k_{e}^{6}}{1575} \int_{e} u_{x y y y y} v_{x y y}+O\left(h^{5}\right)|u|_{6, e}|v|_{1, e}$.

This can be checked on $\hat{e}$ for $\hat{u} \in P_{5}(\hat{e})$, where $\hat{u}_{I}=\hat{u}$ when $\hat{u} \in Q_{3}(\hat{e})$, otherwise,

| $\hat{u}$ | $\hat{x}^{4}$ | $\hat{y}^{4}$ | $\hat{x}^{5}$ | $\hat{x}^{4} \hat{y}$ | $\hat{x} \hat{y}^{4}$ | $\hat{y}^{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\hat{u}_{I}$ | $p(\hat{x})$ | $p(\hat{y})$ | $\hat{x} p(\hat{x})$ | $\hat{y} p(\hat{x})$ | $\hat{x} p(\hat{y})$ | $\hat{y} p(\hat{y})$ |

where $p(t)=\frac{6 t^{2}-1}{5}$. We can see that the second term in the right-hand side of (9) cannot achieve a higher order like (6).

Therefore, different interpolations lead to different orders for the integral $\int_{\Omega}\left(u-u_{I}\right)_{x} v_{x}$ and the point-line-plane interpolation is the best one.

### 1.3 Adini element for the biharmonic problem

Let us consider the biharmonic problem and the nonconforming Adini element
$V_{h}=\left\{v \in H^{1}(\Omega),\left.v\right|_{e} \in \tilde{Q}_{3}(e) \forall e \in T_{h}, v_{x}, v_{y}\right.$ are continuous at vertices of $\left.e\right\}$,

$$
\begin{aligned}
\tilde{Q}_{3} & =\operatorname{span}\left\{1, x, y, x^{2}, y^{2}, x y, x^{3}, y^{3}, x^{2} y, x y^{2}, x^{3} y, x y^{3}\right\} \\
V_{h, 00} & =\left\{v \in V_{h} ; v, v_{x}, v_{y}=0 \text { on nodal point of the edges }\right\}
\end{aligned}
$$

Let $u_{I} \in V_{h}$ be the interpolation defined on $e$ by

$$
u_{I}\left(Z_{i}\right)=u\left(Z_{i}\right),\left(u_{I}\right)_{x}\left(Z_{i}\right)=u_{x}\left(Z_{i}\right),\left(u_{I}\right)_{y}\left(Z_{i}\right)=u_{y}\left(Z_{i}\right), i=1,2,3,4
$$

Let Adini FE solution be defined by

$$
\begin{gathered}
u_{h} \in V_{h, 00}: \quad A_{h}\left(u_{h}, v\right)=\left(\triangle^{2} u, v\right) \quad \forall v \in V_{h, 00} \\
A_{h}(u, v)=\sum_{e} \int_{e}\left(u_{x x} v_{x x}+2 u_{x y} v_{x y}+u_{y y} v_{y y}\right) \\
A_{h}\left(u-u_{h}, v\right)= \\
\sum_{e}\left(\int_{l_{1}}-\int_{l_{3}}\right)\left(u_{x x} v_{x}+u_{x y} v_{y}\right) d y+\sum_{e}\left(\int_{l_{2}}-\int_{l_{4}}\right)\left(u_{x y} v_{x}+u_{y y} v_{y}\right) d x \\
A_{h}\left(u_{h}-u_{I}, v\right)=A_{h}\left(u-u_{I}, v\right)-A_{h}\left(u-u_{h}, v\right)
\end{gathered}
$$

The last two terms can be expanded as follows.
Lemma 5. If $v \in V_{h}$, then
$\int_{e}\left(u-u_{I}\right)_{x x} v_{x x}=-\frac{k_{e}^{2}}{3} \int_{e} u_{x x y y} v_{x x}+\frac{4 k_{e}^{4}}{45} \int_{e} u_{x x y y y} v_{x x y}+O\left(h^{4}\right)|u|_{6, e}|v|_{3, e}$.

Proof The expansion can be checked on $\hat{e}$ for $\hat{u} \in P_{4}(\hat{e})$, where $\hat{u}_{I}=\hat{u}$ when $\hat{u} \in \tilde{Q}_{3}(\hat{e})$, otherwise

| $\hat{u}$ | $\hat{x}^{4}$ | $\hat{x}^{2} \hat{y}^{2}$ | $\hat{y}^{4}$ |
| :---: | :---: | :---: | :---: |
| $\hat{u}_{I}$ | $2 \hat{x}^{2}-1$ | $\hat{x}^{2}+\hat{y}^{2}-1$ | $2 \hat{y}^{2}-1$ |

Lemma 6. If $v \in V_{h}$, then

$$
\int_{e}\left(u-u_{I}\right)_{x y} v_{x y}=O\left(h^{4}\right)|u|_{5, e}|v|_{3, e}
$$

Proof Integration by parts on $e$ and its boundary,

$$
\int_{e}\left(u-u_{I}\right)_{x y}=0
$$

Consider the bilinear functional on $\hat{e}$ :

$$
B(\hat{u}, \hat{v})=\int_{\hat{e}}\left(\hat{u}-\hat{u}_{I}\right)_{\hat{x} \hat{y}} \hat{v}_{\hat{x} \hat{y}} d \hat{x} d \hat{y} .
$$

Then, $\forall \hat{p} \in P_{4}(\hat{e})$ and $\hat{q} \in P_{2}(\hat{e})$,

$$
B(\hat{u}+\hat{p}, \hat{v}+\hat{q})=0 \quad \forall \hat{u} \in H^{5}(e), \forall \hat{v} \in \tilde{Q}_{3}(\hat{e})
$$

Lemma 6 follows from the Bramble-Hilbert Lemma.

Let $\|\cdot\|_{k, h}=\left(\sum_{e}\|\cdot\|_{k, e}^{2}\right)^{\frac{1}{2}}$.
Theorem 2. (Lin and Luo [11]) If $v \in V_{h, 00}$ and $u \in H^{4}(\Omega)$, then

$$
\begin{gathered}
\sum_{e} \int_{e}\left(u-u_{I}\right)_{x x} v_{x x}=\sum_{e} \frac{k_{e}^{2}}{3} \int_{e} u_{x x x y y} v_{x}+O\left(h^{4}\right)\|u\|_{6}\|v\|_{3, h} \\
\sum_{e} \int_{e}\left(u-u_{I}\right)_{x y} v_{x y}=O\left(h^{4}\right)|u|_{5}|v|_{3, h}
\end{gathered}
$$

Proof See [11] or [14].
Theorem 3. (Lin and Luo [11]) If $v \in V_{h, 00}$, then

$$
A_{h}\left(u-u_{h}, v\right)=\frac{1}{3} \sum_{e} \int_{e}\left(h_{e}^{2} u_{y y y y} v_{x x}+k_{e}^{2} u_{x x x x} v_{y y}\right)+O\left(h^{3}\right)\|u\|_{4}\|v\|_{4, h}
$$

Proof See [11] or [14], p. 130 and p. 132:

$$
\begin{aligned}
& A_{h}\left(u-u_{h}, v\right)=\sum_{e} \int_{e}\left(u_{x x x} F(y) v_{x y y}+u_{y y y} E(x) v_{y x x}+O\left(h^{3}\right)\|u\|_{4}\|v\|_{4, h}\right. \\
& \begin{array}{rl}
\int_{e} u_{x x x} & F(y) v_{x y y} \\
& =-\frac{1}{6} \int_{e}\left(F^{2}(y)\right)^{\prime}\left(u_{x x x y} v_{x y y}+u_{x x x} v_{x y y y}\right)-\frac{1}{3} k_{e}^{2} \int_{e} u_{x x x} v_{x y y} \\
& =-\frac{1}{3} k_{e}^{2} \int_{e} u_{x x x} v_{x y y}+O\left(h^{3}\right)\|u\|_{4}\|v\|_{4, h}
\end{array}
\end{aligned}
$$

From Theorems 2 and 3 we can get an extrapolation algorithm.
First, we construct on the coarse element $\tau$ consisted of 4 elements $e$ the postprocessing interpolation $\Pi_{2 h}^{4}: C(\tau) \rightarrow \mathrm{Q}_{4}(\tau)+\operatorname{span}\left\{x^{5} y, x y^{5}\right\}$ such that

$$
\begin{gathered}
\Pi_{2 h}^{4} v\left(Z_{i}\right)=v\left(Z_{i}\right), \quad\left(\Pi_{2 h}^{4} v\right)_{x}\left(Z_{i}\right)=v_{x}\left(Z_{i}\right) \\
\left(\Pi_{2 h}^{4} v\right)_{y}\left(Z_{i}\right)=v_{y}\left(Z_{i}\right), i=1, \ldots, 9
\end{gathered}
$$

where $Z_{i}$ are the all nodal points on the 4 elements. We then have, if $u \in H^{6}(\Omega)$ and $T^{h}$ is uniform, postprocessing expansion in $H^{1}$ norm:

$$
\Pi_{2 h}^{4} u_{h}-u=\phi_{1} h^{2}+O\left(h^{4}\right)
$$

and postprocessing extrapolation in $H^{1}$ norm:

$$
\widetilde{u}_{h}=\Pi_{2 h}^{4} u_{h}, \quad \frac{4 \widetilde{u}_{h / 2}-\widetilde{u}_{h}}{3}=u+O\left(h^{4}\right)
$$

As a by-produce of Theorem 3, we have the following error expansion for eigenvalues with almost the same dominant term as that in Theorem 3 but twice:

$$
\begin{aligned}
\lambda_{h}-\lambda & =\frac{2}{3} \sum_{e} \int_{e}\left(h_{e}^{2} u_{y y y y}\left(u_{h}\right)_{x x}+k_{e}^{2} u_{x x x x}\left(u_{h}\right)_{y y}\right)+O\left(h^{3}\right) \\
& =-\frac{2}{3} h_{1}^{2} \int_{\Omega} u_{x y y}^{2}-\frac{2}{3} h_{2}^{2} \int_{\Omega} u_{x x y}^{2}+O\left(h^{3}\right)
\end{aligned}
$$

(Yang [24] also obtained,by using our Theorem 3, the same result).
Another progress is made by Tobiska, et al. [12] for simple and typical nonconforming elements, i.e. Rannacher-Turek element [17] and its generalization [12]. See [12] for details.

Postprocessed extrapolation connects with postprocessed superconvergence. Superconvergence of various types has been discussed by, e.g., Babuska, et al. [1], Chen and Huang [4], Krizek, et al. [5] [6], Zhu [15], Lu [9] [10], Schatz, Sloan and Wahlbin [22], Sloan [20], Xu [23]. See a recent survey by Brandts and Krizek [2], and a new paper by Brandts and Krizek: Linear splines and their derivatives on uniform simplicial partitions of polytopes.

## 2. Part II Eigenvalue Problem

We try now to answer the questions: which FEs are high performance? Which one is better, bilinear or linear element, conforming or nonconforming element? Do we have a mathematical way to give a judgment?
Let us recall an elementary experience (see Rannacher [16] and Shen [19]), the calculation of $\pi$ approximated by the perimeter of $n$-sided regular polygon $\pi_{n}$ inscribed in a unit circle. To characterize the error we can use the expression:

$$
\pi_{n}=n \sin \frac{\pi}{n}
$$

and the Taylor expansion:

$$
\pi_{n}-\pi=-\frac{\pi^{3}}{6} n^{-2}+O\left(n^{-4}\right)
$$

Such an expansion contains a lot of information. E.g., from the sign of the dominant error term we can see that $\pi_{n}$ gives a lower bound for $\pi$, and from the coefficient of the dominant error term we can see how good the approximation is. Furthermore, the expansion leads to a high order algorithm, i.e., the extrapolation algorithm.

It is surprising that such an elementary experience can be generalized to the calculation of differential eigenvalue $\lambda$ approximated by the FE eigenvalue $\lambda_{h}$. See the early paper by Lin and Lu [9] [10] and the development by Chen and Huang [4], Rannacher [16] and Shaidurov [18], see also Krizek and Neittaanmaki [6]. Briefly speaking, they also expanded the eigenvalue error into a dominant term and a high order reminder, and the expansion was then used to derive the extrapolation algorithm.

### 2.1 Outline

In this article we return the early work but with a more careful analysis on the coefficient and the sign in the error expansion for some simple and typical conforming and nonconforming elements. From the coefficients of dominant error terms of different FEs we can judge which FE gives a better eigenvalue bound. In the nonconforming case, from the sign, positive or negative of the dominant error term we can see which FE gives an upper or a low bound for the eigenvalues. For example, we can see that
(1) Rannacher-Turek [17], rotated multilinear element $\mathrm{Q}_{1}^{\text {rot }}$ gives a good upper bound for square meshes;
(2) its generalization [12] called $\mathrm{GQ}_{1}^{\text {rot }}$, for uniform rectangular meshes, gives a good lower bound for the eigenvalues;
(3) bilinear element, called $\mathrm{Q}_{1}$, gives a bad upper bound;
(4) linear element, called $P_{1}$, gives a better upper bound.


Compare the degrees of freedom: $\mathrm{GQ}_{1}^{\text {rot }}$ is more than $\mathrm{Q}_{1}^{\text {rot }}$ (but less than Wilson element). Compare the approximate property: $\mathrm{Q}_{1}^{\text {rot }}$ (for square meshes) gives a upper bound while $\mathrm{GQ}_{1}^{\text {rot }}$ (for uniform rectangular meshes) gives a lower bound. Both of them are sharper than $\mathrm{Q}_{1}$ (and, we guess, also sharper than Wilson element). Furthermore, $\mathrm{Q}_{1}^{\text {rot }}$ gives almost the exact eigenvalue for the simplest differential model (i.e., $\rho \equiv 1$ in the problem (10) below). This is a superconvergence phenomenon in the eigenvalue problem.

Our conclusion: the error expansion method is neat and efficient for selecting the high performance FEs for the eigenvalue problems on a rectangular domain. And the extrapolation leads to a higher order accuracy.

Open problems: The most serious one is the answer of Krizek problem [6], i.e., what is the necessary condition for meshes to obtain the error expansions?

### 2.2 Text

Consider the eigenvalue problem of Laplace operator on a rectangular domain $\Omega$ : find eigenpair $(\lambda, u) \in \mathbf{R} \times H_{0}^{1}(\Omega)$ and $\|u\|_{\rho}=1$ such that

$$
\begin{gather*}
a(u, v)=\lambda(\rho u, v) \quad \forall v \in H_{0}^{1}(\Omega)  \tag{10}\\
a(u, v)=\int_{\Omega}\left(u_{x} v_{x}+u_{y} v_{y}\right), \quad\|u\|_{\rho}=(\rho u, u)^{\frac{1}{2}}
\end{gather*}
$$

where $\rho(x, y) \geq C>0$ is a smooth function. We construct the FE rectangulation $T_{h}=\{e\}$, introduce the FE space $V_{h}$ and its subspace $V_{h, 0}$ satisfying the zero boundary condition, and find the FE eigenpair $\left(\lambda_{h}, u_{h}\right) \in \mathbf{R} \times V_{h, 0}$ and $\left\|u_{h}\right\|_{\rho}=1$ such that

$$
\begin{array}{r}
a_{h}\left(u_{h}, v\right)=\lambda_{h}\left(\rho u_{h}, v\right) \quad \forall v \in V_{h, 0},  \tag{11}\\
a_{h}(u, v)=\sum_{e} \int_{e}\left(u_{x} v_{x}+u_{y} v_{y}\right) .
\end{array}
$$

Let us consider the $k$-th eigenvalue $\lambda$ of the continuous problem (10). Take the case where $\lambda$ is simple. In this case, $\lambda$ is associated with one eigenfunction $u$. Find the $k$-th eigenvalue $\lambda_{h}$ of FE problem (11). Since the eigenvalues of the FEM converge to the continuous problem, we can assert that $\lambda_{h}$ is also simple. Thus $\lambda_{h}$ is associated with only one eigenfunction $u_{h}$. See Shaidurov [18] for details.

Let us introduce now the FE projection $R_{h} \in H_{0}^{1}(\Omega) \rightarrow V_{h, 0}$ : for $u \in$ $H_{0}^{1}(\Omega)$, let

$$
a(u, v)=(f, v) \quad \forall v \in H_{0}^{1}(\Omega)
$$

(or $-\Delta u=f$ when $u$ is an eigenfunction), $R_{h} u$ is defined by the equation

$$
a_{h}\left(R_{h} u, v\right)=(f, v) \quad \forall v \in V_{h, 0} .
$$

In particular, for $u$ being an eigenfunction, we have

$$
a_{h}\left(R_{h} u, v\right)=(-\Delta u, v)=a_{h}(u, v)-\sum_{e} \int_{\partial e} \frac{\partial u}{\partial n} v d s \quad \forall v \in V_{h, 0}
$$

where $\partial e$ is the boundary of $e$. So, the projection $R_{h}$ is not orthogonal in general:

$$
\begin{equation*}
a_{h}\left(u-R_{h} u, v\right)=\sum_{e} \int_{\partial e} \frac{\partial u}{\partial n} v d s \neq 0 \tag{12}
\end{equation*}
$$

This is the nonconforming error, c.f. Strang [21].
Theorem 4. The error of FE eigenvalue reduces into the errors of the interpolation $u_{I}$ and the projection $R_{h} u$ :

$$
\begin{aligned}
& \lambda_{h}-\lambda= \lambda\left(u-u_{I}, \rho u\right)-a_{h}\left(u-u_{I}, R_{h} u\right)+a_{h}\left(u-R_{h} u, R_{h} u\right) \\
&-\lambda\left\|u-u_{h}\right\|_{\rho}^{2}+\left|R_{h} u-u_{h}\right|_{1, h}^{2}, \\
&\left|R_{h} u-u_{h}\right|_{1, h} \leq C\left(\left|\lambda_{h}-\lambda\right|+\left\|u_{h}-u\right\|_{0}\right), \quad\|\cdot\|_{k, h}=\left(\sum_{e}\|\cdot\|_{k, e}^{2}\right)^{\frac{1}{2}} .
\end{aligned}
$$

The proof is based on simple algebraic operations. See Lin and Lin [8].

By the above theorem, in which the last two terms are higher order, we can concentrate ourself on the expansions for the integrations of interpolation error and projection error:

$$
\begin{equation*}
a_{h}\left(u-R_{h} u, R_{h} u\right), \quad a_{h}\left(u-u_{I}, R_{h} u\right), \quad\left(u-u_{I}, \rho u\right) \tag{13}
\end{equation*}
$$

In this article we mainly consider two nonconforming elements:
(1) $\mathrm{Q}_{1}^{\text {rot }}$ element for square meshes:

$$
\begin{aligned}
V_{h}= & \left\{v \in L^{2}(\Omega),\left.v\right|_{e} \in \operatorname{span}\left\{1, x, y, x^{2}-y^{2}\right\},\right. \\
& \left.\left.\int_{l} v\right|_{e_{1}} d s=\left.\int_{l} v\right|_{e_{2}} d s \text { if } e_{1} \cap e_{2}=l\right\}, \\
V_{h, 0}= & \left\{v \in V_{h},\left.\int_{l} v\right|_{e} d s=0 \text { if } e \cap \partial \Omega=l\right\} .
\end{aligned}
$$

For $u \in H^{1}(\Omega)$, the interpolation $u_{I} \in V_{h}$ is defined as follows: on the four edges $l_{i}$ of the element $e$

$$
\int_{l_{i}}\left(u_{I}-u\right) d s=0, \quad i=1,2,3,4
$$

where $l_{i}$ are the four edges of the element $e$.
(2) Generalized $Q_{1}^{\text {rot }}$ element for rectangular meshes:

$$
\begin{aligned}
V_{h}= & \left\{v \in L^{2}(\Omega),\left.v\right|_{e} \in \operatorname{span}\left\{1, x, y, x^{2}, y^{2}\right\},\right. \\
& \left.\left.\int_{l} v\right|_{e_{1}} d s=\left.\int_{l} v\right|_{e_{2}} d s \text { if } e_{1} \cap e_{2}=l\right\} \\
V_{h, 0}= & \left\{v \in V_{h},\left.\int_{l} v\right|_{e} d s=0 \text { if } e \cap \partial \Omega=l\right\}
\end{aligned}
$$

For $u \in H^{1}(\Omega)$, the interpolation $u_{I} \in V_{h}$ is defined by one more condition:

$$
\int_{l_{i}}\left(u_{I}-u\right) d s=0, \quad i=1,2,3,4 ; \quad \int_{e}\left(u_{I}-u\right)=0
$$

We first list the dominant terms of the expansions for the integrations in (13), and the corresponding dominant terms for the errors of eigenvalues of FEMs (1), (2), (3) and (4) in Section 1 on square meshes.

| FE | $a_{h}\left(u-R_{h} u, R_{h} u\right)$ | $a_{h}\left(u-u_{I}, R_{h} u\right)$ | $\left(u-u_{I}, \rho u\right)$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{Q}_{1}^{\text {rot }}$ | $-\frac{2 h^{2}}{3} \int u_{x y}^{2}$ | 0 | $-\frac{h^{2}}{6} \int\left(u_{x x}+u_{y y}\right) \rho u$ |
| $\mathrm{GQ}_{1}^{\text {rot }}$ | $-\frac{h_{1}^{2}+h_{2}^{2}}{3} \int u_{x y}^{2}$ | 0 | 0 |
| $\mathrm{Q}_{1}$ | 0 | $\frac{1}{3} \sum_{e}\left(h_{e}^{2}+k_{e}^{2}\right) \int_{e} u_{x x} u_{y y}$ | $-\frac{1}{3} \sum_{e} \int_{e}\left(h_{e}^{2} u_{x x}+k_{e}^{2} u_{y y}\right) \rho u$ |


| FE | Dominant term of $\lambda_{h}-\lambda$ |
| :---: | :---: |
| $\mathrm{Q}_{1}^{\text {rot }}$ | $-\frac{2 h^{2}}{3} \int u_{x y}^{2}+\frac{h^{2}}{6} \int\left(u_{x x}+u_{y y}\right)^{2}=\frac{h^{2}}{6} \int\left(u_{x x}-u_{y y}\right)^{2}$ |
| $\mathrm{GQ}_{1}^{\text {rot }}$ | $-\frac{2 h^{2}}{3} \int u_{x y}^{2}<0$ |
| $\mathrm{Q}_{1}$ | $-\frac{2 h^{2}}{3} \int u_{x y}^{2}+\frac{h^{2}}{3} \int\left(u_{x x}+u_{y y}\right)^{2}=\frac{h^{2}}{3} \int\left(u_{x x}^{2}+u_{y y}^{2}\right)$ |
| $\mathrm{P}_{1}$ | $\frac{h^{2}}{12} \int\left(u_{x x}^{2}+u_{y y}^{2}\right)$ |

Notice that $\mathrm{Q}_{1}^{\text {rot }}$ could leads to $\lambda_{h} \doteq \lambda$ when $\rho \equiv 1$ (i.e., $u_{x x}=u_{y y}$ ).
We now start to prove the above integral table and the corresponding eigenvalue error expansions. We want to first expand for both $Q_{1}^{\text {rot }}$ and $\mathrm{GQ}_{1}^{\text {rot }}$ the projection error:
$a_{h}\left(u-R_{h} u, v\right)=\sum_{e} \int_{\partial e} \frac{\partial u}{\partial n} v d s=\sum_{e}\left(\int_{l_{1}}-\int_{l_{3}}\right) u_{x} v d y+\left(\int_{l_{2}}-\int_{l_{4}}\right) u_{y} v d x$,
where $l_{1}, l_{3}$ and $l_{2}, l_{4}$ are the right, left and above, below edges of $e$, respectively. Since $v \in V_{h}$, we have $\left.\int_{l} v\right|_{e_{1}} d s=\left.\int_{l} v\right|_{e_{2}} d s$ for $e_{1} \cap e_{2}=l$ and therefore

$$
a_{h}\left(u-R_{h} u, v\right)=\sum_{e}\left(\int_{l_{1}}-\int_{l_{3}}\right) u_{x}(v-\bar{v}) d y+\sum_{e}\left(\int_{l_{2}}-\int_{l_{4}}\right) u_{y}(v-\bar{v}) d x
$$

where $\left.\bar{v}\right|_{l}=\int_{l} v \mathrm{~d} s /|l|$ and thus for $v \in V_{h}$ (i.e., $v \in \mathrm{Q}_{1}^{\mathrm{rot}}$ or $\mathrm{GQ}_{1}^{\mathrm{rot}}$ )

$$
\begin{equation*}
\left.(v-\bar{v})\right|_{l_{i}}=\left(y-y_{e}\right) v_{y}-\frac{v_{y y}}{2}\left(\left(y-y_{e}\right)^{2}+\frac{k_{e}^{2}}{3}\right), \quad i=1,3 \tag{14}
\end{equation*}
$$

since $\left.v\right|_{l_{i}}=\left\{1, y-y_{e},\left(y-y_{e}\right)^{2}\right\}$.
Let $e \in T_{h}: e=\left[x_{e}-h_{e}, x_{e}+h_{e}\right] \times\left[y_{e}-k_{e}, y_{e}+k_{e}\right]$.

Lemma 7. If $v \in V_{h}$, then

$$
\left(\int_{l_{1}}-\int_{l_{3}}\right) u_{x}(v-\bar{v}) d y=\frac{k_{e}^{2}}{3} \int_{e} u_{x x y} v_{y}-\frac{4 k_{e}^{4}}{45} \int_{e} u_{x x y y} v_{y y}+O\left(h^{4}\right)|u|_{5, e}|v|_{1, e}
$$

Proof By (14)

$$
\begin{align*}
& \left(\int_{l_{1}}-\int_{l_{3}}\right) u_{x}(v-\bar{v}) d y \\
= & \left(\int_{l_{1}}-\int_{l_{3}}\right) u_{x}\left(\left(y-y_{e}\right) v_{y}-\frac{v_{y y}}{2}\left(\left(y-y_{e}\right)^{2}+\frac{k_{e}^{2}}{3}\right)\right) d y \\
= & \int_{e} u_{x x}\left(\left(y-y_{e}\right) v_{y}-\frac{v_{y y}}{2}\left(\left(y-y_{e}\right)^{2}+\frac{k_{e}^{2}}{3}\right)\right) d x d y . \tag{15}
\end{align*}
$$

Here we have used integration by parts and that $v_{x y}=v_{x y y}=0$. Denote the right-hand side of (15) by $I$. We can use the Bramble-Hilbert Lemma to check the expansion

$$
\begin{equation*}
I=\frac{k_{e}^{2}}{3} \int_{e} u_{x x y} v_{y}-\frac{4 k_{e}^{4}}{45} \int_{e} u_{x x y y} v_{y y}+O\left(h^{4}\right)|u|_{5, e}|v|_{1, e} \tag{16}
\end{equation*}
$$

In fact, the expansion can be checked on the standard reference element $\hat{e}=$ $[-1,-1] \times[-1,1]$ for the polynomial $\hat{u} \in P_{4}(\hat{e})$ :

$$
\int_{\hat{e}} \hat{u}_{\hat{x} \hat{x}}\left(\hat{y} \hat{v}_{\hat{y}}-\left(\hat{y}^{2}+\frac{1}{3}\right) \frac{\hat{v}_{\hat{y} \hat{y}}}{2}\right) d \hat{x} d \hat{y}-\frac{1}{3} \int_{\hat{e}} \hat{u}_{\hat{x} \hat{x} \hat{y}} \hat{v}_{\hat{y}} d \hat{x} d \hat{y}+\frac{4}{45} \int_{\hat{e}} \hat{u}_{\hat{x} \hat{x} \hat{y} \hat{y}} \hat{v}_{\hat{y} \hat{y}} d \hat{x} d \hat{y}=0 .
$$

Lemma 8. If $v \in V_{h}$ and $T_{h}$ is uniform, then

$$
a_{h}\left(u-R_{h} u, v\right)=-\frac{h_{1}^{2}+h_{2}^{2}}{3} \int_{\Omega} u_{x x y y} v+O\left(h^{4}\right)\|u\|_{5}\|v\|_{2, h} .
$$

Proof Since $T_{h}$ is uniform: $h_{e} \equiv h_{1}, k_{e} \equiv h_{2}$. Integration by parts in the first term of the right-hand side of (16):

$$
\sum_{e} \int_{e} u_{x x y} v_{y}=-\int_{\Omega} u_{x x y y} v+\sum_{e}\left(\int_{l_{2}}-\int_{l_{4}}\right) u_{x x y} v d x
$$

Using the expansion for $v$ :

$$
\left.(v-\bar{v})\right|_{l_{i}}=\left(x-x_{e}\right) v_{x}-\frac{v_{x x}}{2}\left(\left(x-x_{e}\right)^{2}+\frac{h_{e}^{2}}{3}\right), \quad i=2,4
$$

and integration by parts,

$$
\begin{aligned}
& \sum_{e}\left(\int_{l_{2}}-\int_{l_{4}}\right) u_{x x y} v d x=\sum_{e}\left(\int_{l_{2}}-\int_{l_{4}}\right) u_{x x y}(v-\bar{v}) d x \\
= & \sum_{e}\left(\int_{l_{2}}-\int_{l_{4}}\right) u_{x x y}\left(\left(x-x_{e}\right) v_{x}-\frac{v_{x x}}{2}\left(\left(x-x_{e}\right)^{2}+\frac{h_{e}^{2}}{3}\right)\right) d x \\
= & \sum_{e} \int_{e} u_{x x y y}\left(\left(x-x_{e}\right) v_{x}-\frac{v_{x x}}{2}\left(\left(x-x_{e}\right)^{2}+\frac{h_{e}^{2}}{3}\right)\right) d x d y \\
= & \sum_{e} \int_{e} u_{x x y y} E^{\prime}(x) v_{x}+O\left(h^{2}\right)|u|_{4}|v|_{2, h} \\
= & -\sum_{e} \int_{e} E(x)\left(u_{x x x y y} v_{x}+u_{x x y y} v_{x x}\right)+O\left(h^{2}\right)|u|_{4}|v|_{2, h} \\
= & O\left(h^{2}\right)\|u\|_{5}\|v\|_{2, h}
\end{aligned}
$$

where $E(x)=\left(\left(x-x_{e}\right)^{2}-h_{e}^{2}\right) / 2$. From (17), we obtain

$$
\sum_{e} \int_{e} u_{x x y} v_{y}=-\int_{\Omega} u_{x x y y} v+O\left(h^{2}\right)\|u\|_{5}\|v\|_{2, h}
$$

By the same reason

$$
\sum_{e} \int_{e} u_{x y y} v_{x}=-\int_{\Omega} u_{x x y y} v+O\left(h^{2}\right)\|u\|_{5}\|v\|_{2, h}
$$

## Consequently, Lemma 8 follows.

Taking $v=R_{h} u$ in Lemma 8, we have

$$
\begin{aligned}
a_{h}\left(u-R_{h} u, R_{h} u\right) & =-\frac{h_{1}^{2}+h_{2}^{2}}{3} \int_{\Omega} u_{x x y y} R_{h} u+O\left(h^{4}\right)\|u\|_{5}\left\|R_{h} u\right\|_{2, h} \\
& =-\frac{h_{1}^{2}+h_{2}^{2}}{3} \int_{\Omega} u_{x x y y} u+O\left(h^{4}\right)
\end{aligned}
$$

Here we have used $\left\|R_{h} u-u\right\|_{0} \leq C h^{2}$ and $\left\|R_{h} u\right\|_{2, h} \leq C$. Thus, we obtained for both $\mathrm{Q}_{1}^{\text {rot }}$ and $\mathrm{GQ}_{1}^{\text {rot }}$ the same expansion for the projection error in (13).

For expanding the interpolation errors in the first two terms of (13) we need, however, a separate study for $\mathrm{GQ}_{1}^{\text {rot }}$ and $\mathrm{Q}_{1}^{\text {rot }}$.

For $\mathrm{GQ}_{1}^{\text {rot }}$ we have
Lemma 9. If $V_{h}$ is $G Q_{1}^{\text {rot }}$ space, then $u_{I} \in V_{h}$ is an orthogonal interpolation of $u$ under the piecewise $H^{1}$ inner product:

$$
\begin{equation*}
a_{h}\left(u-u_{I}, v\right)=0 \tag{18}
\end{equation*}
$$

And, $u_{I}$ is an almost orthogonal interpolation of $u$ in $L_{2}$ :

$$
\begin{aligned}
& \int_{e}\left(u-u_{I}\right) v= \\
& \quad-\frac{h_{e}^{4}}{45} \int_{e} u_{x x x} v_{x}-\frac{k_{e}^{4}}{45} \int_{e} u_{y y y} v_{y}+O\left(h^{4}\right)|u|_{4, e}|v|_{0, e}=O\left(h^{4}\right)\|u\|_{4}\|v\|_{1, h}
\end{aligned}
$$

Proof To prove the first formula we need integration by parts and use the definition of $u_{I}$ and that $\left.v_{x x}\right|_{e},\left.v_{x}\right|_{l_{i}}(i=1,3)$ are constant:

$$
\int_{e}\left(u-u_{I}\right)_{x} v_{x}=-\int_{e}\left(u-u_{I}\right) v_{x x}+\left(\int_{l_{1}}-\int_{l_{3}}\right)\left(u-u_{I}\right) v_{x} d y=0
$$

To prove the second formula, by the Bramble-Hilbert Lemma we only need to check the expansion on the standard reference element for the cubic polynomial:

| $u$ | $x y$ | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $u_{I}$ | 0 | $x$ | $\frac{1}{3} y$ | $\frac{1}{3} x$ | $y$ |

Taking $v=(\rho u)_{I}$ in the second formula and noting that

$$
\left\|(\rho u)_{I}\right\|_{1, h} \leq\left\|\rho u-(\rho u)_{I}\right\|_{1, h}+\|\rho u\|_{1} \leq C\|\rho u\|_{2},
$$

we obtain the expansion:

$$
\begin{aligned}
\left(u-u_{I}, \rho u\right) & =\left(u-u_{I},(\rho u)_{I}\right)+\left(u-u_{I}, \rho u-(\rho u)_{I}\right) \\
& =O\left(h^{4}\right)\|u\|_{4}\left\|(\rho u)_{I}\right\|_{1, h}+O\left(h^{4}\right)\|\rho u\|_{2}^{2}=O\left(h^{4}\right)
\end{aligned}
$$

By Theorem 4 and the above expansions we obtain
Theorem 5. If $V_{h}$ is $G Q_{1}^{\text {rot }}$ space and $T_{h}$ is uniform, then

$$
\lambda_{h}-\lambda=-\frac{h_{1}^{2}+h_{2}^{2}}{3} \int_{\Omega} u_{x x y y} u+O\left(h^{4}\right)=-\frac{h_{1}^{2}+h_{2}^{2}}{3} \int_{\Omega} u_{x y}^{2}+O\left(h^{4}\right)
$$

Lemma 10. If $V_{h}$ is $Q_{1}^{\text {rot }}$ space and $T_{h}$ is a square mesh, then (18) holds too. And, $u_{I}$ is not an orthogonal interpolation of $u$ in $L_{2}$ :

$$
\begin{aligned}
\int_{e}\left(u-u_{I}\right) v= & -\frac{h^{2}}{6} \int_{e}\left(u_{x x}+u_{y y}\right) v+\frac{h^{4}}{30} \int_{e}\left(u_{x x x} v_{x}+u_{y y y} v_{y}\right) \\
& +\frac{h^{4}}{18} \int_{e}\left(u_{x x y} v_{y}+u_{y y x} v_{x}\right)+O\left(h^{4}\right)|u|_{4, e}|v|_{0, e}
\end{aligned}
$$

Proof To prove the first formula we need integration by parts and use the definition of $u_{I}$ and that $\left.\frac{\partial v}{\partial n}\right|_{l_{i}}$ is a constant and $\triangle v=0$ :

$$
\int_{e} \nabla\left(u-u_{I}\right) \nabla v=\int_{\partial e}\left(u-u_{I}\right) \frac{\partial v}{\partial n} d s-\int_{e}\left(u-u_{I}\right) \triangle v=0 .
$$

To prove the second formula, by the Bramble-Hilbert Lemma we only need to check the expansion on the standard reference element for the cubic polynomial:

| $u$ | $x^{2}$ | $x y$ | $y^{2}$ | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u_{I}$ | $\frac{2}{3}+\frac{1}{2}\left(x^{2}-y^{2}\right)$ | 0 | $\frac{2}{3}-\frac{1}{2}\left(x^{2}-y^{2}\right)$ | $x$ | $\frac{1}{3} y$ | $\frac{1}{3} x$ | $y$ |

The second formula leads to

$$
\left(u-u_{I}, v\right)=-\frac{h^{2}}{6} \int_{e}\left(u_{x x}+u_{y y}\right) v+O\left(h^{4}\right)\|u\|_{3}\|v\|_{1, h}
$$

Taking $v=(\rho u)_{I}$ and noting that

$$
\left\|\rho u-(\rho u)_{I}\right\|_{0} \leq C h^{2}\|\rho u\|_{2}, \quad\left\|(\rho u)_{I}\right\|_{0} \leq C\|\rho u\|_{2}
$$

we obtain the expansion

$$
\begin{aligned}
\left(u-u_{I}, \rho u\right) & =\left(u-u_{I},(\rho u)_{I}\right)+\left(u-u_{I}, \rho u-(\rho u)_{I}\right) \\
& =-\frac{h^{2}}{6} \int_{e}\left(u_{x x}+u_{y y}\right) \rho u+O\left(h^{4}\right)
\end{aligned}
$$

By Theorem 4 and the above expansions we obtain
Theorem 6. If $V_{h}$ is $Q_{1}^{\text {rot }}$ space and $T_{h}$ is a square mesh, then

$$
\begin{aligned}
\lambda_{h}-\lambda & =-\frac{2 h^{2}}{3} \int_{\Omega} u_{x x y y} u-\frac{h^{2}}{6} \lambda \int_{\Omega}\left(u_{x x}+u_{y y}\right) \rho u+O\left(h^{4}\right) \\
& =\frac{h^{2}}{6} \int_{\Omega}\left(u_{x x}-u_{y y}\right)^{2}+O\left(h^{4}\right)
\end{aligned}
$$

About eigenfunctions: the error expansion method (or extrapolation) is not efficient for FE eigenfunction itself but efficient for postprocessing FE eigenfunction.
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#### Abstract

In this paper, we construct and numerically analyze a class of algebraic multigrid methods applied to discrete mathematical models for lattice block materials. Some extensive numerical experiments and comparison results are presented. They clearly demonstrate that the constructed algebraic mutigrid method is uniformly convergent with respect to the size of the lattice and some crucial parameters.
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## 1. Introduction

In this paper we consider models of periodic, elastic lattice block materials. In the last four decades such materials have been used in many engineering applications. A lattice block material is a composition of connected thin beams which can be arranged in various different ways forming cells and trusses. As a consequence, the designed materials can have different elastic properties. Certain advantageous properties of these materials are: they are light and can withstand considerable forces. An important question in the design of such light but strong materials is: How to arrange the beams in order to achieve desired strength and flexibility behavior. One effective way of providing an answer to such question is given by appropriate mathematical and numerical models for these materials. In the recent years, there have been developed models describing the elastic properties of lattice block materials (see for example Babuška [5, 7]). In this paper, we shall deal with models based on linear elasticity and describing the displacements in a lattice block material. Such model usually derived from the Hooke's law for a single beam and then a superposion principle is applied to combine all beam equations in a global coefficient matrix. Thus, finding the displacements due to stretching, bending and twisting forces in a lattice block material is reduced to the solution of a linear algebraic problem of a huge size. Typically, the number of beams in a practical application will be in the range $10^{7}-10^{9}$ and the solution of these systems of equations requires considerable amount of computing resources. We focus on the development of uniformly convergent iterative methods for the solution of the algebraic problem.

We shall report some numerical results on the application of an algebraic multigrid method for the solution of the resulting algebraic system. The reason we choose the algebraic multigrid roots mainly in the fact that such method can be tuned up to cope with wide range of the elastic parameters and thus is applicable to many practical situations. The multigrid technique we shall focus on is based on the operator dependent prolongations, which in turn are defined by using various energy minimizing techniques (see $[6,8,10,11,25,27,35]$ ).

The algebraic problems corresponding to the lattice material models are in fact similar to the solution of systems of elliptic partial differential equations. In this work, we have extended the multigrid techniques to the case of equation groups, and we have developed a class of AMG methods called AMV (using the V-cycle as iterator) and APCG (preconditioned conjugate gradient with V-cycle as preconditioner). The numerical experiments we have performed, convincingly show that these methods converge independently of the size of the problem or the parameters considered. In addition, the methods presented in this paper are also efficient for general truss materials which are not always of periodic structures.

The rest of the paper is organized as follows. In section 2, we set up the discrete models on lattice block materials. In section 3, using some common iterative methods, we report on some numerical results for the the discrete models. In section 4, we present two possible constructions of iterative methods for the lattice materials. and present some numerical data which shows the robustness of the method. In section 5, we make further analysis and propose some approximate, "homogenized" continuous differential models, corresponding to the discrete algebraic equations.

## 2. Discrete model on lattice block materials

Following the models described in [2, 5, 7], we view the lattice material as a composition of periodic trusses (cells). One important parameter, will be the number of vertices in such periodic cell (we denote this number with $q$ throughout the paper). To introduce some formality in the description, we associate with the lattice material a graph $G$. The periodicity then means, that we can recover $G$ by translating of a subgraph $G_{s u b} \subset G$ which has $q$ vertices. This subgraph is called cell and its vertices are called reference nodes. The lattices with $q=1,3$ and 4 are shown in figures $1-3$. A little bit more precise definition is as follows.
Definition2.1 Given graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$, let $\mathcal{G}=\left\{G_{i}=\left(V_{i}, E_{i}\right)\right\}, i=1: N$ be a collection of subgraphs of $G$ such that $\cup_{i=1}^{N} V_{i}=V$. We define the factor graph $G / \mathcal{G}=(\mathcal{V}, \mathcal{E})$ in the following way
(1) $\mathcal{V}=\left\{G_{i}\right\}, i=1: N$.
(2) $\left(G_{i}, G_{j}\right) \in \mathcal{E}$ iff there exists $v_{i} \in V_{i}$ and $v_{j} \in V_{j}$ such that $\left(v_{i}, v_{j}\right) \in E$.

Definition 2.2 We call graph $G=(V, E)$ a periodic lattice in $\mathbb{R}^{d}$ if and only if there exists a subgraph of $G$ such that a finite number of its translations cover the vertex set of $G$ and the corresponding factor graph is isomorphic to the usual integer lattice in $\mathbb{R}^{d}$. The mathematical model describing the elastic forces in such a lattice is derived by using a one dimensional elastic beam model, written for every edge. To describe this model, we consider a horizontal beam and a rotated beam with the angle $\psi$ as shown in figure 4 . We assume that all beams have modulus of elasticity $E$, cross section $S$ and moment of inertia $I$. Let $L$ denote the length of a beam, $\left[x_{j}, y_{j}, \theta_{j}\right]^{t} F_{j}^{x}, F_{j}^{y}$ and $M_{j}$ denote the local deflections vector and nodal internal forces at node $j,(j=1,2)$, respectively. Let us set $\mathbf{X}=\left[x_{1}, y_{1}, \theta_{1}, x_{2}, y_{2}, \theta_{2}\right]^{t}, \mathbf{F}=\left[F_{1}^{x}, F_{1}^{y}, M_{1}, F_{2}^{x}, F_{2}^{y}, M_{2}\right]^{t}$. and describe the relations between the deflection vector $\mathbf{X}$ and the internal force vector $\mathbf{F}$. We consider a horizontal beam as shown in figure 4(a) and assume that the deformation of the beam satisfies the principle of superposition and the beam is an undetermined one. In the right-handed coordinate system, the displacement is counted as positive and consistent with the coordinate axis


Figure 1. $\quad$ Square lattices $q=1$


Figure 2. Graph factorization and periodicity-square lattice, $q=3$


Figure 3. Graph factorization and periodicity-honeycomb lattice, $q=4$
direction and the twist is measured in counterclockwise direction. Similar conventions apply to the internal forces as well. For a beam which is fixed at its right endpoint the deformation can then be decomposed using three basic deformations as shown in figure 5. If $X=\left(x_{1}, 0,0,0,0,0\right)^{t}$, as illustrated in figure 5(a), we then have by Hooke's law that

$$
\begin{equation*}
\left[F_{1}^{x}, F_{1}^{y}, M_{1}, F_{2}^{x}, F_{2}^{y}, M_{2}\right]^{t}=\left[\frac{S E}{L}, 0,0,-\frac{S E}{L}, 0,0\right]^{t} x_{1} \tag{2.1}
\end{equation*}
$$

Further, we suppose $X=\left(0, y_{1}, 0,0,0,0\right)^{t}$, as shown in figure $5(\mathrm{~b})$. We can get the deflection function $V(x)=y_{1}\left(\frac{x}{L}-1\right)^{2}\left(2 \frac{x}{L}+1\right)$. It is known that the beam has an upward shearing force $F_{1}^{y}=E I V^{\prime \prime \prime}(x)=\frac{12 E I}{L^{3}}$ at its left endpoint. According to the equilibrium of forces, there is a downward shearing force $F_{2}^{y}=-E I V^{\prime \prime \prime}(x)=-\frac{12 E I}{L^{3}}$ at the right endpoint. These forces, produce a pair of moments rotating clockwise. To reach the balance of the moments, there should be a pair of moments acting on the beam namely $M_{1}=E I V^{\prime \prime}(0)=\frac{6 E I}{L^{2}} y_{1}$, $M_{2}=E I V^{\prime \prime}(L)=\frac{6 E I}{L^{2}} y_{1}$. Accordingly, we have

$$
\begin{equation*}
\left[F_{1}^{x}, F_{1}^{y}, M_{1}, F_{2}^{x}, F_{2}^{y}, M_{2}\right]^{t}=\left[0, \frac{12 E I}{L^{3}}, \frac{6 E I}{L^{2}}, 0,-\frac{12 E I}{L^{3}}, \frac{6 E I}{L^{2}}\right]^{t} y_{1} \tag{2.2}
\end{equation*}
$$

Finally, we consider $X=\left(0,0, \theta_{1}, 0,0,0\right)^{t}$, as illustrated in figure 5(c). Again we solve for the displacement to obtain that $V(x)=\theta_{1} x\left(\frac{x}{L}-1\right)^{2}$. By using the moment $M_{1}=E I V^{\prime \prime}(0)=\frac{4 E I}{L} \theta_{1}$ at the left endpoint of the beam and the same moment $M_{2}=E I V^{\prime \prime}(L)=\frac{2 E I}{L} \theta_{1}$ at the right endpoint and the balance equations for the moments, we obtain the shearing forces $F_{1}^{y}=E I V^{\prime \prime \prime}(0)=\frac{6 E I}{L^{2}} \theta_{1}$ and $F_{2}^{y}=E I V^{\prime \prime \prime}(L)=-\frac{6 E I}{L^{2}} \theta_{1}$. Therefore, we have that

$$
\begin{equation*}
\left[F_{1}^{x}, F_{1}^{y}, M_{1}, F_{2}^{x}, F_{2}^{y}, M_{2}\right]^{t}=\left[0, \frac{6 E I}{L^{2}}, \frac{4 E I}{L}, 0,-\frac{6 E I}{L^{2}}, \frac{2 E I}{L}\right]^{t} \theta_{1} \tag{2.3}
\end{equation*}
$$

In analogous way, we can derive the relations between the internal forces acting
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at a lattice node and the displacements of the beam fixed at its left endpoint under the three basic deformations

$$
\begin{array}{r}
{\left[F_{1}^{x}, F_{1}^{y}, M_{1}, F_{2}^{x}, F_{2}^{y}, M_{2}\right]^{t}=x_{2}\left[-\frac{S E}{L}, 0,0, \frac{S E}{L}, 0,0\right]^{t}} \\
{\left[F_{1}^{x}, F_{1}^{y}, M_{1}, F_{2}^{x}, F_{2}^{y}, M_{2}\right]^{t}=y_{2}\left[0,-\frac{12 E I}{L^{3}},-\frac{6 E I}{L^{2}}, 0, \frac{12 E I}{L^{3}},-\frac{6 E I}{L^{2}}\right]^{t}} \tag{2.5}
\end{array}
$$
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Figure 5.

$$
\begin{equation*}
\left[F_{1}^{x}, F_{1}^{y}, M_{1}, F_{2}^{x}, F_{2}^{y}, M_{2}\right]^{t}=\theta_{2}\left[0, \frac{6 E I}{L^{2}}, \frac{2 E I}{L}, 0,-\frac{6 E I}{L^{2}}, \frac{6 E I}{L}\right]^{t} \tag{2.6}
\end{equation*}
$$

From equations (2.1)-(2.6), we obtain

$$
\begin{align*}
& {\left[\begin{array}{cccccc}
S E / L & 0 & 0 & -S E / L & 0 & 0 \\
0 & 12 E I / L^{3} & 6 E I / L^{2} & 0 & -12 E I / L^{3} & 6 E I / L^{2} \\
0 & 6 E I / L^{2} & 4 E I / L & 0 & -6 E I / L^{2} & 2 E I / L \\
-S E / L & 0 & 0 & S E / L & 0 & 0 \\
0 & -12 E I / L^{3} & -6 E I / L^{2} & 0 & 12 E I / L^{3} & -6 E I / L^{2} \\
0 & 6 E I / L^{2} & 2 E I / L & 0 & -6 E I / L^{2} & 4 E I / L
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
y_{1} \\
\theta_{1} \\
x_{2} \\
y_{2} \\
\theta_{2}
\end{array}\right] } \\
= & {\left[\begin{array}{c}
F_{1}^{x} \\
F_{1}^{y} \\
M_{1} \\
F_{2}^{x} \\
F_{2}^{y} \\
M_{2}
\end{array}\right] } \tag{2.7}
\end{align*}
$$

To simplify the notation, let us introduce two parameters $\alpha=\frac{12 I}{S L_{0}^{2}}$ and $\lambda=\frac{L_{0}}{L}$, where $L_{0}$ is the length of the shortest beam in the lattice. For example, for a cuboid beam, $\alpha$ is proportional to $\frac{h}{L^{2}}$, where $h$ and $L$ are the height of cross section and the length of the beam. In such case, small values of $\alpha$ correspond to long and thin beams. By re-scaling in equation (2.7), we get the following local (for each cell) relation

$$
\begin{equation*}
A_{e} U_{e}=F_{e} \tag{2.8}
\end{equation*}
$$

where

$$
A_{e}=\left[\begin{array}{cc}
A_{11}^{e} & A_{12}^{e} \\
A_{21}^{e} & A_{22}^{e}
\end{array}\right]=\lambda\left[\begin{array}{cccccc}
1 & 0 & 0 & -1 & 0 & 0 \\
0 & \alpha \lambda^{2} & \frac{1}{2} \alpha \lambda & 0 & -\alpha \lambda^{2} & \frac{1}{2} \alpha \lambda \\
0 & \frac{1}{2} \alpha \lambda & \frac{1}{3} \alpha & 0 & -\frac{1}{2} \alpha \lambda & \frac{1}{6} \alpha \\
-1 & 0 & 0 & 1 & 0 & 0 \\
0 & -\alpha \lambda^{2} & -\frac{1}{2} \alpha \lambda & 0 & \alpha \lambda^{2} & -\frac{1}{2} \alpha \lambda \\
0 & \frac{1}{2} \alpha \lambda & \frac{1}{6} \alpha & 0 & -\frac{1}{2} \alpha \lambda & \frac{1}{3} \alpha
\end{array}\right]
$$

and the the corresponding local displacement and force vectors are then as follows

$$
\left.\begin{array}{rl}
U_{e} & =\left[U_{1}^{e}, U_{2}^{e}\right]^{t}
\end{array}=\left[\frac{x_{1}}{L_{0}}, \frac{y_{1}}{L_{0}}, \theta_{1}, \frac{x_{2}}{L_{0}}, \frac{y_{2}}{L_{0}}, \theta_{2}\right]^{t}, ~=\frac{1}{S E}\left[F_{1}^{x}, F_{1}^{y}, \frac{M_{1}}{L_{0}}, F_{2}^{x}, F_{2}^{y}, \frac{M_{2}}{L_{0}}\right]^{t} . ~ \$ F_{1}^{e}, F_{2}^{e}\right]^{t}=\frac{1}{F_{e}}=\left[\begin{array}{ll}
\end{array}\right.
$$

Following analogy with the finite element method, w shall call $A_{e}$ and $F_{e}$ the element stiffness matrix and the element load vector of horizontal beam, respectively. Let us now consider rotated beam as shown in Figure 4(b). We have that $A_{e} \tilde{U}_{e}=\tilde{F}_{e}$, where $\tilde{U}_{e}, \tilde{F}_{e}$ are element stiffness matrix and element load vector in the local coordinate system $o \xi \eta$, respectively. Using the rotation $\tilde{U}_{j}^{e}=U_{\psi} U_{j}^{e}$ we obtain

$$
\begin{equation*}
A_{\psi, e} U_{e}=F_{\psi, e} \tag{2.9}
\end{equation*}
$$

where

$$
\begin{aligned}
& U_{\psi}=\left[\begin{array}{ccc}
\cos \psi & \sin \psi & 0 \\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right], \quad A_{\psi, e}=\left[\begin{array}{cc}
U_{\psi}^{t} A_{11}^{e} U_{\psi} & U_{\psi}^{t} A_{12}^{e} U_{\psi} \\
U_{\psi}^{t} A_{21}^{e} U_{\psi} & U_{\psi}^{t} A_{22}^{e} U_{\psi}
\end{array}\right] \\
& F_{\psi, e}=\left[\begin{array}{c}
U_{\psi}^{t} F_{1}^{e} \\
U_{\psi}^{t} F_{2}^{e}
\end{array}\right]
\end{aligned}
$$

Let $U_{x}, U_{y}$ and $U_{\theta}$ be the deflection vectors in $x$ direction, $y$ direction and $\theta$ direction, and $F_{x}, F_{y}, F_{\theta}$ are the corresponding load vectors. By assembling together the equations for all beams, we obtain a system of linear algebraic equations as follows

$$
A U=F, \quad U=\left[\begin{array}{l}
U_{x}  \tag{2.10}\\
U_{y} \\
U_{\theta}
\end{array}\right], \quad F=\left[\begin{array}{l}
F_{x} \\
F_{y} \\
F_{\theta}
\end{array}\right]
$$

## 3. Iterative methods for lattice block materials

To design an iterative method for the solution of (2.10), we first split $A$ in the following way

$$
A=\left[\begin{array}{ccc}
A_{11} & A_{12} & A_{13} \\
A_{12}^{t} & A_{22} & A_{23} \\
A_{13}^{t} & A_{23}^{t} & A_{33}
\end{array}\right]
$$

We shall focus our attention on a square grids and 1-lattices, i.e. $q=1$ in Figure 1. Let $N N=n \times m$ denote the total number of cells, where $n$ and $m$ denote the number of cells in $x$ direction and in $y$ direction, respectively. The boundary conditions which we set are, that a given initial displacement $(0.2,0,0)^{t}$ is prescribed at a fixed boundary node and an external force vector $(0,0,0.2)^{t} \mathrm{t}$ a fixed internal node. We further assume that the displacements of the rest of the boundary nodes and the external forces are all zero. To apply an iterative method for the solution of the resulting algebraic problem, let us consider the following general iteration towards the solution of $A U=F$ as follows: Given initial guess $U^{(0)}, U^{(k+1)}$ is obtained from $U^{(k)}$, by the following relation:

$$
\begin{equation*}
U^{(k+1)}=U^{(k)}+B\left(F-A U^{(k)}\right) \tag{3.2}
\end{equation*}
$$

where the iterator $B$ is usually taken to be some approximation of $A^{-1}$. We summarize in table 3.1 some performance comparison for several iterative methods when applied towards the solution of (2.10). The results presented are when $B$ in (3.2)corresponds to block Gauss-Seidel iteration (G-S). We also present results for other iterative methods (not of the form (3.2), such as Conjugate gradients (CG) method and Preconditioned conjugate gradients method (PCG) with incomplete LU decomposition as preconditioner (ILU(0)-PCG).

In table 3.1, the number of iterations for two different types of lattices are shown. We consider square grids without the diagonals, and also square grids with a beam added to each cell-one of the diagonals of the square. For the square grids without the diagonals $\lambda \equiv 1$. Accordingly for a square lattice with diagonals, $\lambda \equiv 1$ for a horizontal beam or a vertical beam, and $\lambda \equiv \frac{1}{\sqrt{2}}$ for the diagonal beams. The stopping criteria of all iterative methods is $\left\|r_{k}\right\| /\left\|r_{0}\right\| \leq$ $10^{-6}$, where $r_{k}$ is the residual vector at the $k$-th iteration and $r_{0}$ is the initial residual.

| $\alpha$ | NN | G-S method | CG method | ILU(0)-PCG |
| :---: | :---: | :---: | :---: | :---: |
| 0.9 | $64 \times 64$ | 2666 | 181 | 60 |
|  |  | 2254 | 183 | 59 |
|  | $128 \times 128$ | 6678 | 323 | 106 |
|  |  | 6483 | 275 | 95 |
|  | $256 \times 256$ | > 12000 | 560 | 178 |
|  |  | > 10000 | 482 | 154 |
| 0.125 | $64 \times 64$ | 1940 | 198 | 42 |
|  |  | 1795 | 187 | 49 |
|  | $128 \times 128$ | 4734 | 324 | 69 |
|  |  | 5148 | 326 | 83 |
|  | $256 \times 256$ | 9624 | 564 | 105 |
|  |  | > 10000 | 498 | 143 |
| 0.01 | $64 \times 64$ | 2360 | 232 | 18 |
|  |  | 1747 | 221 | 41 |
|  | $128 \times 128$ | 6516 | 383 | 30 |
|  |  | 5089 | 350 | 71 |
|  | $256 \times 256$ | > 12000 | 616 | 47 |
|  |  | > 10000 | 524 | 107 |

Table 3.1. Convergence behavior of different iterative methods.

|  | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ |
| :---: | :---: | :---: | :---: | :---: |
| $\alpha=1.0$ | 34.146 | 138.633 | 560.141 | 2252.54 |
| $\alpha=\frac{1}{1024}$ | 5493.94 | 5971.95 | 6101.60 | 6134.44 |

Table 3.2. Condition numbers for $B A$ for the square grids without diagonals. $B$ corresponds to block Gauss-Seidel iteration.

|  | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ | $128 \times 128$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=0.9$ | 31.193 | 127.365 | 517.715 | 2090.858 | 8401.805 |
| $\alpha=0.125$ | 37.75 | 142.752 | 570.327 | 2284.245 | 9141.581 |
| $\alpha=0.01$ | 410.319 | 432.528 | 607.235 | 2421.664 | 9678.807 |

Table 3.3. Condition numbers for $A$ for the square grids with diagonals.

|  | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ | $128 \times 128$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=0.9$ | 3.818 | 12.419 | 46.978 | 185.672 | 741.432 |
| $\alpha=0.125$ | 2.376 | 6.284 | 21.969 | 84.253 | 333.311 |
| $\alpha=0.01$ | 1.273 | 1.845 | 4.190 | 13.101 | 50.772 |

Table 3.4. Condition number of $B A$ for the square grids without diagonals, where $B$ corresponds to $\operatorname{ILU}(0)$.

|  | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ | $128 \times 128$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=0.9$ | 4.484 | 14.285 | 52.520 | 206.672 | 825.360 |
| $\alpha=0.125$ | 3.516 | 9.889 | 35.037 | 135.589 | 538.065 |
| $\alpha=0.01$ | 3.334 | 9.022 | 31.380 | 120.046 | 474.553 |

Table 3.5. Condition numbers for $B A$ for the square grids with diagonals, where $B$ corresponds to $\operatorname{ILU}(0)$.

From Tables 3.2-3.5, we see that the condition number of $B A$ increases as the number of lattice nodes increases for a given $\alpha$. Also for a fixed mesh (i.e. fixed number of vertices), when $\alpha$ decreases, the corresponding condition number increases. This leads to the conclusion that the a simple iterative method is not good choice for the solution of (2.10) and in the next section we test some more sophisticated techniques for the solution of (2.10).

## 4. AMG method and numerical experiments

### 4.1 Block Gauss-Seidel iteration based on AMG method

As a basic product method iteration, let us consider the following GaussSeidel method for the solution of (2.10),

$$
\left\{\begin{array}{l}
U_{x} \leftarrow A_{11}^{-1}\left(F_{x}-A_{12} U_{y}-A_{13} U_{\theta}\right),  \tag{4.1}\\
U_{y} \leftarrow A_{22}^{-1}\left(F_{y}-A_{12}^{t} U_{x}-A_{23} U_{\theta}\right), \\
U_{\theta} \leftarrow A_{33}^{-1}\left(F_{\theta}-A_{13}^{t} U_{x}-A_{23}^{t} U_{y}\right)
\end{array}\right.
$$

Obviously, the CPU time consuming part of such iteration is in the computing of the inverses of the diagonal blocks. The first algorithm, which we propose is in fact an algebraic multigrid algorithm for each of the diagonal blocks. Let us briefly describe here the main part of such algorithm, namely the coarsening phase. We shall briefly describe the important steps in such algorithm below only for the matrix $A_{11}$. For the other two diagonal blocks, the algorithm is analogous.

## Algorithm 4.1

Step 1 Define the set of coarse nodes (e.g. pick a maximal independent set of vertices in the graph corresponding to $A_{11}$ ). Define the nonzero pattern of the prolongation matrix. and initial prolongation matrix by using simple piece wise constant interpolation.
Step 2 Correct the above initial prolongation operator, by using the techniques developed in [8] or some energy minimization procedure (e.g. minimizing the trace of $P_{x}^{t} A_{11} P_{x}$.
recursion Apply Step 1 and Step 2 recursively to obtain the coarse matrices on all levels.

Applying algorithm 4.1 to to obtain a sequence of coarser subspaces, we obtain a AMG method approximate $A_{i i}^{-1}, i=1,2,3$. The results are summarized in table 4.1-4.4

|  |  | without diagonals |  | with diagonals |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha$ | NN | BAPCG-GS | BAMV-GS | BAPCG-GS | BAMV-GS |
| 0.9 | $64 \times 64$ | 14 | 14 | 18 | 18 |
|  |  | 3 | 2 | 4 | 3 |
|  | $128 \times 128$ | 13 | 14 | 18 | 18 |
|  |  | 4 | 2 | 5 | 3 |
|  | $256 \times 256$ | 13 | 14 | 18 | 18 |
|  |  | 4 | 2 | 5 | 3 |
| 0.125 | $64 \times 64$ | 10 | 10 | 13 | 13 |
|  |  | 4 | 3 | 4 | 4 |
|  | $128 \times 128$ | 10 | 10 | 13 | 13 |
|  |  | 4 | 3 | 5 | 4 |
|  | $256 \times 256$ | 10 | 10 | 13 | 13 |
|  |  | 4 | 3 | 5 | 4 |
|  |  | $34 \times 64$ | 8 | 8 | 11 |
|  |  | 8 | 11 | 5 | 11 |
|  | $128 \times 128$ | 8 | 8 | 11 | 11 |
|  | $256 \times 256$ | 8 | 11 | 5 | 4 |

Table 4.1. Convergence of block Gauss-Seidel iteration. The first row for each grid is the number of outer iterations, the second is the number of inner iterations. The columns correspond to various methods used for the inner iteration for $A_{i i}^{-1}$, i.e. BAPCG denotes PCG with V-cycle as preconditioner as an inner iteration and BAMV is just V-cycle as inner iteration.

### 4.2 Condition numbers of the block Gauss-Seidel iteration

We consider the square 1-lattices with and without diagonals. In this paragraph, we present numerical results related to the conditioning of each of the diagonal blocks and also a table giving the spectral radii of $G=I-B A$, where $B$ in (3.2) corresponds to block Gauss-Seidel method.

|  | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ | $128 \times 128$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=0.9$ | 25.274 | 103.087 | 414.275 | 1659.344 | 6638.096 |
| $\alpha=0.125$ | 25.274 | 103.092 | 413.203 | 1657.952 | 6442.095 |
| $\alpha=0.01$ | 25.097 | 102.438 | 412.413 | 1674.331 | 6691.433 |

Table 4.2. Condition number of $A_{11}$.

|  | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ | $128 \times 128$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=0.9$ | 2.788 | 2.943 | 2.986 | 2.995 | 2.992 |
| $\alpha=0.125$ | 2.788 | 2.944 | 2.987 | 2.982 | 2.979 |
| $\alpha=0.01$ | 2.789 | 2.929 | 2.939 | 2.938 | 2.938 |

Table 4.3. Condition number of $A_{11}$.

|  | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ | $128 \times 128$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=0.9$ | 1.023 | 1.026 | 1.051 | 1.098 | 1.346 |
| $\alpha=0.125$ | 1.021 | 1.033 | 1.072 | 1.127 | 1.475 |
| $\alpha=0.01$ | 1.019 | 1.256 | 1.680 | 2.093 | 2.567 |

Table 4.4. Condition number of $B A_{11}, B$ corresponds to the AMG V-cycle in (3.2).

| $\rho(\mathrm{G}) / \mathrm{NN}$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ | $128 \times 128$ | $256 \times 256$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=1.0$ | 0.480 | 0.495 | 0.498 | 0.499 | 0.499 |
| $\alpha=0.5$ | 0.403 | 0.450 | 0.471 | 0.485 | 0.492 |
| $\alpha=0.125$ | 0.306 | 0.395 | 0.443 | 0.466 | 0.481 |
| $\alpha=0.015$ | 0.133 | 0.255 | 0.358 | 0.424 | 0.452 |

Table 4.5. Spectral radii of $G=I-B A$, where $B$ in (3.2) corresponds to the block Gauss-Seidel iteration.

The results in table 4.5 show that the block Gauss-Seidel iteration provides an optimal preconditioner for 1 lattices. But unfortunately, this is not the case for other type of lattices. In table 4.6 the results are shown about 4 lattices and it can be easily seen that such iterative method is not optimal in this case. For example, from the results in table 4.6, we can conclude that for 4 -lattices, the number of iterations needed for the PCG with block Gauss-Seidel as a preconditioner depend heavily on the value of the parameter $\alpha$. When $\alpha$ is very small, the number of iterations makes this method unusable. In the following paragraph, we shall discuss corresponding AMG method which is directly applied to solve the equations (2.10) converges uniformly with respect to $\alpha$.

| iter.num/NN | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ | $128 \times 128$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=0.5$ | 22 | 23 | 22 | 22 | 22 |
| $\alpha=0.1$ | 49 | 51 | 51 | 51 | 51 |
| $\alpha=0.01$ | 357 | 394 | $>1000$ | $>1000$ | $>1000$ |

Table 4.6.

### 4.3 Algebraic multigrid method

The algebraic multigrid method we consider is based on a generalization of algorithm 4.1. The new two level algorithm is as follows
Algorithm 4.2

Step 1 Using algorithm 4.1, we get interpolation operators $P_{x}, P_{y}$ and $P_{\theta}$ of all grid levels from three diagonal sub-block matrices of stiffness matrix A in the equations (2.10), respectively.

Step 2 Use $P_{x}, P_{y}$ and $P_{\theta}$ in the following way and get the global interpolation operator $P$

$$
P=\left[\begin{array}{ccc}
P_{x} & 0 & 0 \\
0^{t} & P_{y} & 0 \\
0^{t} & 0^{t} & P_{\theta}
\end{array}\right]
$$

Step 3 Define the coarse grid matrix as $A_{\text {coarse }}=P^{t} A P$.
The corresponding multilevel algorithm is obtained as a recursive application of algorithm 4.2. In the numerical experiments, we used the algorithm 4.2 to construct a sequence of nested spaces. The corresponding V-cycle algorithms we shall call AMV method and the corresponding PCG iteration with AMV as a preconditioner, we call APCG. The numerical results for $q=3$ and $q=4$ are summarized below.
4.3.1. Case $q=3$. We consider lattice block materials with $q=3$ as shown in Figure 2 with $n \times m$ cells and the same boundary and external force conditions as for the previous case $q=1$. The corresponding numerical results are given in table 4.10 and table 4.11. From these results we can see that the APCG method is very good choice for the solution of the algebraic system.
4.3.2. Case $q=4$. We now consider the honeycomb materials (see Fig. 3) with the same boundary and force conditions. Assume that there are n macrocells in direction $\vec{x}=\frac{1}{2}(3, \sqrt{3})^{t}$ and m cells in direction $\vec{y}=\sqrt{3}(0,1)^{t}$, respectively. The results are summarized in table 4.10 and 4.12.

|  |  | without diagonals |  |  | with diagonals |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | APCG method |  | AMV method |  | method | AMV method |
| cline3-8 $\alpha$ | NN | $n_{I}$ | $t_{\rho}$ | $n_{I}$ | $n_{I}$ | $t_{\rho}$ | $n_{I}$ |
| 0.9 | $32 \times 32$ | 4 | 0.0192 | 3 | 5 | 0.0558 | 5 |
|  | $64 \times 64$ | 4 | 0.0196 | 3 | 5 | 0.0559 | 5 |
|  | $128 \times 128$ | 4 | 0.0203 | 3 | 5 | 0.0559 | 5 |
|  | $256 \times 256$ | 4 | 0.0204 | 3 | 5 | 0.0560 | 5 |
| 0.125 | $32 \times 32$ | 4 | 0.0238 | 4 | 4 | 0.0303 | 4 |
|  | $64 \times 64$ | 4 | 0.0282 | 4 | 4 | 0.0311 | 4 |
|  | $128 \times 128$ | 4 | 0.0292 | 4 | 5 | 0.0414 | 4 |
|  | $256 \times 256$ | 4 | 0.0294 | 4 | 5 | 0.0422 | 4 |
| 0.01 | $32 \times 32$ | 7 | 0.1164 | 12 | 4 | 0.0278 | 5 |
|  | $64 \times 64$ | 8 | 0.1538 | 15 | 4 | 0.0275 | 5 |
|  | $128 \times 128$ | 8 | 0.1768 | 16 | 4 | 0.0280 | 5 |
|  | $256 \times 256$ | 8 | 0.1767 | 16 | 4 | 0.0282 | 5 |

Table 4.7. 1-lattices, $n_{I}$ is the number of iterations needed to achieve the desired stopping criteria and $t_{\rho}$ is the average reduction per iteration.

|  | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ | $128 \times 128$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=0.9$ | 1.05 | 1.07 | 1.10 | 1.16 | 1.33 |
| $\alpha=0.125$ | 1.03 | 1.07 | 1.13 | 1.18 | 1.54 |
| $\alpha=0.01$ | 1.03 | 1.32 | 1.96 | 2.64 | 3.43 |

Table 4.8. 1-lattices, square grid without diagonals. Condition number of preconditioned matrix.

|  | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ | $128 \times 128$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=0.9$ | 1.06 | 1.12 | 1.40 | 1.42 | 1.47 |
| $\alpha=0.125$ | 1.11 | 1.22 | 1.29 | 1.39 | 1.51 |
| $\alpha=0.01$ | 1.11 | 1.22 | 1.30 | 1.42 | 1.58 |

Table 4.9. 1-lattices, square grid with diagonals: condition numbers.

|  |  | $\mathrm{q}=3$ |  |  | $\mathrm{q}=4$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha$ | 0.9 | NN | $n_{I}$ | $t_{\rho}$ | APCG method | AMV method | APCG method |  | AMV method |
|  |  | 7 | 0.1078 | $n_{I}$ | $n_{I}$ | $t_{\rho}$ | $n_{I}$ |  |  |
|  |  | 7 | 0.1222 | 9 | 5 | 0.0373 | 5 |  |  |
|  |  | 7 | 0.1356 | 9 | 5 | 0.0386 | 5 |  |  |
|  |  | 8 | 0.1531 | 9 | 5 | 0.0388 | 5 |  |  |
|  |  | 8 | 0.1553 | 15 | 8 | 0.1550 | 14 |  |  |
|  |  | 8 | 0.1683 | 15 | 8 | 0.1576 | 14 |  |  |
|  |  | 8 | 0.1752 | 15 | 8 | 0.1586 | 14 |  |  |
|  | $128 \times 128$ | 9 | 0.1917 | 15 | 8 | 0.1655 | 14 |  |  |
|  | $16 \times 16$ | 8 | 0.1722 | 22 | 22 | 0.5284 | 141 |  |  |
|  | $32 \times 32$ | 9 | 0.2085 | 23 | 23 | 0.5453 | 141 |  |  |
|  | $64 \times 64$ | 9 | 0.2065 | 23 | 24 | 0.5516 | 141 |  |  |
|  | $128 \times 128$ | 9 | 0.2073 | 23 | 24 | 0.5539 | 141 |  |  |

Table 4.10. 3-lattices, $n_{I}$ is the number of iterations needed to achieve the desired stopping criteria and $t_{\rho}$ is the average reduction per iteration.

|  | before preconditioning |  |  |  | after preconditioning |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ |
| $\alpha=0.9$ | 121.55 | 490.54 | 1967.17 | 7925.18 | 1.46 | 1.78 | 2.01 | 2.81 |
| $\alpha=0.125$ | 140.56 | 568.39 | 2300.07 | 9240.13 | 1.79 | 2.51 | 2.87 | 3.14 |
| $\alpha=0.01$ | 575.41 | 638.18 | 2576.36 | 10365.74 | 2.06 | 3.19 | 3.90 | 4.31 |

Table 4.11 3-lattices: Condition numbers.

|  | before preconditioning |  |  |  | after preconditioning |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ | $8 \times 8$ | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ |
| $\alpha=0.9$ | 81.26 | 346.53 | 1431.43 | 5821.15 | 1.15 | 1.24 | 1.39 | 1.56 |
| $\alpha=0.125$ | 124.55 | 528.12 | 2175.77 | 8840.46 | 1.89 | 2.28 | 2.81 | 3.03 |
| $\alpha=0.01$ | 1220.51 | 4536.45 | 18141.77 | 72986.7 | 14.30 | 20.10 | 25.94 | 29.16 |

Table 4.12. Honeycomb lattices: Condition numbers.

|  |  | G-S | CG | ILU(0)-CG | APCG | AMV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha$ | NN | CPU-time | CPU-time | CPU-time | CPU-time | CPU-time |
| 0.9 | $32 \times 32$ | 11.81 | 1.16 | 0.66 | 0.61 | 0.71 |
|  | $64 \times 64$ | 118.80 | 5.71 | 3.41 | 2.36 | 1.98 |
|  | $128 \times 128$ | $>500.00$ | 39.00 | 21.53 | 9.34 | 7.08 |
| 0.125 | $32 \times 32$ | 8.84 | 1.10 | 0.44 | 0.77 | 0.83 |
|  | $64 \times 64$ | 85.02 | 6.20 | 2.36 | 2.37 | 2.36 |
|  | $128 \times 128$ | $>500.00$ | 39.16 | 21.86 | 9.17 | 8.95 |
| 0.01 | $32 \times 32$ | 10.00 | 1.49 | 0.22 | 1.04 | 1.59 |
|  | $64 \times 64$ | 104.68 | 7.03 | 1.04 | 3.90 | 6.32 |
|  | $128 \times 128$ | $>500.00$ | 46.30 | 5.98 | 14.94 | 26.53 |

Table 4.13. 1-lattices with diagonals: CPU time comparison.

|  |  | G-S | CG | ILU(0)-CG | APCG | AMV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha$ | NN | CPU-time | CPU-time | CPU-time | CPU-time | CPU-time |
| 0.9 | $32 \times 32$ | 13.40 | 1.20 | 0.77 | 0.71 | 0.76 |
|  | $64 \times 64$ | 140.61 | 7.74 | 4.34 | 2.69 | 2.64 |
|  | $128 \times 128$ | $>500.00$ | 44.54 | 27.25 | 10.05 | 10.05 |
|  | $32 \times 32$ | 12.14 | 1.37 | 0.66 | 0.60 | 0.60 |
|  | $64 \times 64$ | 111.94 | 7.97 | 3.63 | 2.31 | 2.31 |
|  | $128 \times 128$ | $>500.00$ | 52.62 | 24.66 | 9.94 | 8.23 |
| 0.01 | $32 \times 32$ | 11.48 | 1.97 | 0.60 | 0.72 | 0.99 |
|  | $64 \times 64$ | 109.47 | 9.17 | 3.08 | 2.36 | 2.63 |
|  | $128 \times 128$ | $>500.00$ | 57.56 | 20.38 | 8.57 | 9.72 |

Table 4.14. 3-lattices: CPU time comparison.

|  |  | G-S | CG | ILU(0)-CG | APCG | AMV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.9 | NN | CPU-time | CPU-time | CPU-time | CPU-time | CPU-time |
|  | $32 \times 32$ | 81.51 | 5.27 | 2.31 | 3.08 | 3.68 |
|  | $64 \times 64$ | 700.03 | 34.06 | 15.27 | 11.31 | 13.79 |
|  | $100 \times 100$ | $>1000.00$ | 116.44 | 70.69 | 31.91 | 38.78 |
|  | $32 \times 32$ | 64.15 | 5.82 | 1.97 | 3.40 | 5.61 |
|  | $64 \times 64$ | 581.05 | 35.75 | 11.81 | 13.13 | 22.30 |
|  | $100 \times 100$ | $>1000.00$ | 122.43 | 40.64 | 38.56 | 57.39 |
|  | $32 \times 32$ | 63.88 | 6.92 | 1.64 | 3.73 | 8.02 |
|  | $100 \times 100$ | 71000.00 | 132.37 | 41.58 | 39.00 | 84.53 |

Table 4.15. Honeycomb lattices: CPU time comparison.
From these numerical results, it can be concluded, that the APCG method is efficient and robust with respect to the number of lattice beams and the parameter $\alpha$. From the results presented in Table 4.12, it can also be seen that the condition numbers of the coefficient matrix rapidly increase as the size of problem increases and $\alpha$ becomes smaller. The preconditioned system behaves however in a different way, and the condition numbers corresponding to the APCG method are uniformly bounded for larger values of the parameter $\alpha$, but they increase for smaller $\alpha$ as has been numerically observed in Table 4.11. Our guess is that such behaviour for small values of $\alpha$ is due to the fact that the point Gauss-Seidel relaxation, is not a good smoother in this case.

## 5. Conclusions and some remarks on the corresponding continuous models

To justify the convergence of the constructed methods in a general situation is a rather complicated task. But in some special cases, it is possible to derive a "homogenized" differential model. In these cases, the standard techniques for proving the convergence of the multigrid method can be applied. For example it can be easily derived that on square grids, the coefficient matrix $A$, up to an order $L^{2}$ is the finite element matrix, corresponding to the discretization of the following system of partial differential equations:

$$
\left\{\begin{array}{l}
-\frac{\partial^{2} u}{\partial x^{2}}-\alpha \frac{\partial^{2} u}{\partial y^{2}}-\alpha \frac{\partial \theta}{\partial y}=f_{1}  \tag{5.1}\\
-\alpha \frac{\partial^{2} v}{\partial x^{2}}-\frac{\partial^{2} v}{\partial y^{2}}+\alpha \frac{\partial \theta}{\partial x}=f_{2} \\
\alpha \frac{\partial u}{\partial y}-\alpha \frac{\partial v}{\partial x}+2 \alpha \cdot \theta=f_{3}
\end{array}\right.
$$

Using this continuous model, a new preconditioner can be obtained, by using the discretization of these equations with finite element method. The corresponding numerical results are given in Table 5.1.

| iter.num/NN | $16 \times 16$ | $32 \times 32$ | $64 \times 64$ | $128 \times 128$ | $256 \times 256$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=0.9$ | 13 | 14 | 13 | 13 | 13 |
|  | 3 | 3 | 4 | 4 | 5 |
| $\alpha=0.125$ | 9 | 10 | 10 | 10 | 10 |
|  | 3 | 4 | 4 | 5 | 5 |
| $\alpha=0.01$ | 6 | 7 | 8 | 8 | 8 |
|  | 5 | 7 | 8 | 8 | 9 |

Table 5.1. Numerical results for (5.1).
For square grids with diagonals, another approximate continuous model can be obtained. The corresponding system of differential equations is as follows.

$$
\left\{\begin{array}{l}
-\frac{8+2 \sqrt{2}+\sqrt{2} \alpha}{8} \frac{\partial^{2} u}{\partial x^{2}}-\frac{2 \sqrt{2}+(8+\sqrt{2}) \alpha}{8} \frac{\partial^{2} u}{\partial y^{2}}-\frac{2 \sqrt{2}(2+\alpha)}{8} \frac{\partial^{2} u}{\partial x \partial y}  \tag{5.2}\\
-\frac{(2-\alpha) \sqrt{2}}{8}\left(\frac{\partial^{2} v}{\partial x^{2}}+\frac{\partial^{2} v}{\partial y^{2}}+2 \frac{\partial^{2} v}{\partial x \partial y}\right)-\frac{\sqrt{2} \alpha}{4} \frac{\partial \theta}{\partial x}-\frac{4+\sqrt{2}}{4} \alpha \frac{\partial \theta}{\partial y}=f_{1} \\
-\frac{2 \sqrt{2}+(8+\sqrt{2}) \alpha}{8} \frac{\partial^{2} v}{\partial x^{2}}-\frac{8+2 \sqrt{2}+\sqrt{2} \alpha}{8} \frac{\partial^{2} v}{\partial y^{2}}-\frac{2 \sqrt{2}(2+\alpha)}{8} \frac{\partial^{2} v}{\partial x \partial y} \\
-\frac{(2-\alpha) \sqrt{2}}{8}\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+2 \frac{\partial^{2} u}{\partial x \partial y}\right)+\frac{4+\sqrt{2}}{4} \alpha \frac{\partial \theta}{\partial x}+\frac{\sqrt{2} \alpha}{4} \frac{\partial \theta}{\partial y}=f_{2} \\
\frac{\sqrt{2} \alpha}{4} \frac{\partial u}{\partial x}+\frac{4+\sqrt{2}}{4} \alpha \frac{\partial u}{\partial y}-\frac{4+\sqrt{2}}{4} \alpha \frac{\partial v}{\partial x}-\frac{\sqrt{2} \alpha}{4} \frac{\partial v}{\partial y}+\frac{4+\sqrt{2}}{2} \alpha \cdot \theta=f_{3}
\end{array}\right.
$$

We hope that some quantitative convergence results related to the convergence of Gauss-Seidel preconditioners and the algebraic multigrid methods can be obtained by using these continuous models. Such areas will be a subject of future research.
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# ON THE EXISTENCE OF SYMMETRIC THREE DIMENSIONAL FINGER SOLUTIONS 
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#### Abstract

In this note, the existence problem of symmetric 3-dimenensional finger solutions of Mullins-Sekerka equation is studied. The finger solutions are traveling wave solutions whose finger-shaped interfaces are moving along a certain direction at a constant speed within a cylindrical domain. The existence of finger solutions is shown through a fixed point argument of the Hilbert Transformation.


## 1. Introduction

The fingering phenomena arise from a variety of physical processes. These fingers typically occur on the interface between two immisible fluids in a porous medium flow or on the interface of two different phases in phase transition problems. Under external conditions (such as a pressure, the gravitational force or a heat source from far field), the interface between the fluids(or phases) tends to develop into the shape of a finger, and it penetrates into the region of the other fluid (or other phase). The fluid-fingering phenomenon is meant to be the entire evolutionary process involving splitting and merging of finger-shaped interfaces, emerging of new fingers, vanishing of existing fingers and so on.

This type of problems is interesting and important for both practical and theoretical purposes. There is a wide range of applications from the secondary oil production processes where water is injected into oil reservoir [7,15-16] to crystal growth problems [19]. In the physical setting of Hele-Shaw apparatus [14], the process commonly referred as "Saffman-Taylor Instability." The theory was formulated by Saffman and Taylor [26] and Chouke [7], although a simplified one-dimensional analysis appeared earlier by Hill [15]. There are very extensive studies and discussions on this subject in the literature. We refer to Homsy [16] and Kessler [19] and their hundreds of references. Recent research activies are accounted by Tanveer in [31].

The mathematical analyses of two phase fluid or heat flow were considered by Duchon and Robert [9], Constantin and Pugh [8], Otto and E [24], Chen [5], Bazalli [3], Escher and Simonett [11-12] for the existence of general solutions of Hele-Shaw Equation with surface tension. Similar problems in higer dimensions are studied by Chen, Hong and Yi [6]. Tanveer [30] provided the analytic solutions for the small surface tension cases. Tian [32] and Nie and Tian [23] studied the zero surface tension cases and indicated the formation of singularities for a non-zero surface tension. Almgren [2] considered the nonsmooth crystalline evolution for Hele-Shaw flow. There were earlier works available in the direction of finger solutions. They are either through numerical simulations [2,20,26,32 and etc] or through singular perturbation methods [2,17,20,26,28-29 and ect]. The remaining studies [18,26 and ect] were about exact solutions under the assumption that the surface tension of the interfaces is zero. The existence of at least one finger for any surface tension is given by Su [27]. When the surface tension is small, Xie and Tanveer [34] showed there is a sequence of solutions with their width in a discreet set.

The fingering problem considered in this paper is in the two-phase heat flow in a cynlindrical domain where the thermal diffusivity is near infinity. The dynamics of the interface motion in such a setting is governed by a mathematical equation called "Mullins-Sekerka equation" to be described in detail below. The Gibbs-Thompson relation is assumed on the interface.

The main purpose of this article is to provide a rigorous proof of the existence of the solutions of Mullins-Sekerka equation whose finger-shaped interfaces are moving at a constant velocity along a certain direction.

Our finger solutions are smooth and indeed analytic for $0 \leq t<\infty$. Previously only the short time existence was known for all initial interfaces except the near-circular cases [1,8-9,23,30,32]. Further, sicne Mullins-Sekerka equation has been shown to be a singular limit of Cahn-Hillard equation [1] and Phase-field equation [4] in the sense that there is one-to-one relation between the two, the knowledge of the fingering solutions in Mullins-Sekerka equation will hep to understand the dendritic solification phenomena in the phase transition problems $[10,19]$ which is very important area of study.

## 2. The Mathematical Model

We assume that our situation occurs with a two-phase heat flow in an infinitely long cylindrical region in 3-dimensional space. The flows in each phase satisfy heat equations with a no-flux condition on the wall of the cylinder. The key
physical law is Gibbs-Thompson relation on the sharp interface that is similar to those in relations in $[9,14,16,26,30]$. We model the motions of the interface as follows. The value of the temperature functions at the interface is proportional to the curvature of the interface at every point. Meanwhile the interface is moving according to the jump of normal derivatives of the temperature function along the interface.

Consider the region $\boldsymbol{\Omega}=\left\{(x, y, z) \in \mathbb{R}^{3},-\infty<x<\infty, y^{2}+z^{2}<R^{2}\right\}$ to be the infinitely long cylinder with radius $R$. Assume $R=1$ from now on. Denote $u=u(x, y, z, t), t \geq 0,(x, y, z) \in \boldsymbol{\Omega}$ to be the temperature function, $\widetilde{\boldsymbol{\Gamma}}=\cup_{t \geq 0}\left(\boldsymbol{\Gamma}_{t} \times\{t\}\right)$ to be free interface. The equation which governs the motion can be rewritten as in ([5,9])

$$
\begin{gather*}
u_{t}(z, y, z, t)-D \Delta u(x, y, z, t) \equiv u_{t}(x, y, z, t)-D\left(u_{x x}+u_{y y}+u_{z z}\right)=0 \\
(x, y, z) \in \boldsymbol{\Omega} \backslash \boldsymbol{\Gamma}_{t}, t \geq 0 \\
\frac{\partial u}{\partial \mathrm{n}}=0 \quad(x, y, z) \in \partial \boldsymbol{\Omega}, t \geq 0 \\
u(x, y, z, t)=\mu \mathbf{K}\left(\boldsymbol{\Gamma}_{t}\right)(x, y, z) \quad(x, y, z) \in \boldsymbol{\Gamma}_{t}, t \geq 0  \tag{2.1}\\
{\left[\frac{\partial u}{\partial \mathrm{n}}\right]_{\boldsymbol{\Gamma}_{t}}=\mathbf{V}(x, y, z) \quad(x, y, z) \in \boldsymbol{\Gamma}_{t}, t \geq 0}
\end{gather*}
$$

where $n$ is the outer normal of the boundary, $D$ is the heat diffusivity constant, $\mu$ is a surface tension constant, $\left[\frac{\partial u}{\partial \mathrm{n}}\right]_{\Gamma}=\left.\frac{\partial u}{\partial \mathrm{n}}\right|_{\Gamma-}-\left.\frac{\partial u}{\partial \mathrm{n}}\right|_{\Gamma+}$ represents the jump from the region connected to negative infinity to the region connected to positive infinity, $\mathbf{K}\left(\boldsymbol{\Gamma}_{t}\right)(x, y, z)$ symbols the mean curvature of $\boldsymbol{\Gamma}_{t}$ at the point $(x, y, z)$ and $\mathbf{V}(x, y, z)$ is the normal velocity at which $\boldsymbol{\Gamma}_{t}$ propagates. Further, we assume the diffusivity is near infinity so that the heat flow reaches the equilibrium at an infinitesimally short time and the governing equations over each of the phase become Laplacian equation. Then Eq. (2.1) becomes

$$
\begin{gather*}
\Delta u(x, y, z, t) \equiv u_{x x}+u_{y y}+u_{z z}=0 \quad(x, y, z) \in \boldsymbol{\Omega} \backslash \boldsymbol{\Gamma}_{t}, t \geq 0 \\
\frac{\partial u}{\partial n}=0 \quad(x, y, z) \in \partial \boldsymbol{\Omega}, t \geq 0 \\
u(x, y, z, t)=\mu \mathbf{K}\left(\boldsymbol{\Gamma}_{t}\right)(x, y, z) \quad(x, y, z) \in \boldsymbol{\Gamma}_{t}, t \geq 0  \tag{2.2}\\
{\left[\frac{\partial u}{\partial \mathrm{n}}\right]_{\boldsymbol{\Gamma}_{t}}=\mathbf{V}(x, y, z) \quad(x, y, z) \in \boldsymbol{\Gamma}_{t}, t \geq 0}
\end{gather*}
$$

Eq. (2.2) is commonly know as Mullins-Sekerka Equation [22].


Figure 1. The interface of two fluids in 3-dimension is finger-shaped and is moving towards x -direction at a constant speed $\mathbf{V}$ for every point in the interface. It is better known as a finger solution or a "steady state" finger.

We are interested in the solutions of Eq. (2.2) with finger-shaped interfaces, and those interfaces are propagating with time. We consider the so called "steady state case" where the interface is moving at a constant speed $\mathbf{V}$ towards the positive x-axis. See figure 1. Thus the interface can be expressed as $\boldsymbol{\Gamma}_{t}=$ $\left(x_{t}, y_{t}, z_{t}\right)$ for $x_{t}=x_{0}+\mathbf{V} t, y_{t} \equiv y_{0}, z_{t} \equiv z_{0}$. We let $x^{\prime}=x-x_{t}, y^{\prime}-y, z^{\prime}=z$ be the new independent variables but still be denoted as $(x, y, z)$. Let $\boldsymbol{\Gamma}$ be the interface in the new coordinates. Along with the appropriate physical conditions in this scenario, the Eq. (2.2) becomes

$$
\begin{gather*}
\Delta u(x, y, z, t) \equiv u_{x x}+u_{y y}+u_{z z}=0 \quad(x, y, z) \in \boldsymbol{\Omega} \backslash \boldsymbol{\Gamma}, \\
\frac{\partial u}{\partial \mathrm{n}}=0 \quad(x, y, z) \in \partial \boldsymbol{\Omega}, \\
u(x, y, z) \rightarrow 0 \quad x \rightarrow \infty \\
u(x, y, z)_{x} \rightarrow \mathbf{V} \quad x \rightarrow-\infty \\
u(x, y, z, t)=\mu \mathbf{K}(\boldsymbol{\Gamma})(x, y, z) \quad(x, y, z) \in \boldsymbol{\Gamma}  \tag{2.3}\\
{\left[\frac{\partial u}{\partial \mathrm{n}}\right]_{\boldsymbol{\Gamma}}=\mathbf{V} \cos \theta(x, y, z) \quad(x, y, z) \in \boldsymbol{\Gamma}} \\
\int_{\boldsymbol{\Gamma}_{s}} \mathbf{K}_{1}(s) \quad d s=\pi
\end{gather*}
$$

where $\theta$ is the angle between the normal direction of the interface and the positive x-axis. The curve $\boldsymbol{\Gamma}_{s}=\boldsymbol{\Gamma} \cap \mathbf{P}(a, b)=\boldsymbol{\Gamma} \cap\{(x, y, z) \mid a y+b z=0, a \in$ $\mathbb{R}, b \in \mathbb{R}\}$ is the intersection of $\Gamma$ with any plan through the x-axis. The function $\mathbf{K}_{1}(s)$ is the section curvature $\boldsymbol{\Gamma}$ along $\boldsymbol{\Gamma}_{s}$.The condition $\int_{\boldsymbol{\Gamma}_{s}} \mathbf{K}_{1}(s) \quad d s=\pi$ is from the geometric conditions of the channel which require the surface $\boldsymbol{\Gamma}$ to
be parallel to the wall as it goes to infinity. The condition of temperature $u$ at the negative infinity is corresponding to the heat source at left far field, and the condition of $u$ at the positive infinity represents the terminal temperature there.

If the solution $u$ is symmetric about the x -axis, then $u=u(x, r)$ for $r \equiv$ $\sqrt{x^{2}+y^{2}}$ and the last equation in Eq. (2.2) becomes just one constraint because of the symmetry.

The natural question is certainly about the existence of the solutions of Eq. (2.2) or (2.3). We resolve the existence problem of at least one symmetric 3-d finger solution affirmatively in the following way.

Theorem 2.1. Let the assumptions stated above stand. There exists at least one solution $u(x, y, z) \in \mathbf{C}^{\mathbf{2}}(\boldsymbol{\Omega} \backslash \boldsymbol{\Gamma})$ of the equation (2.2) or (2.3) such that (1) both the solution and the corresponding curvature of the interface $\boldsymbol{\Gamma}$ are symmetric with respect to the $x$-axis and (2) $\mathbf{K}(r)$ is at least $\mathbf{C}^{\mathbf{0}}$.

## 3. The Formulations

The Hilbert transformation formulation of Eq. (2.2) or Eq. (2.3) was considered by several authors, particularly in [5] and [17]. For the sake of completeness as well as the needs for properties of Green's functions, we derive the formula here.

Write the function

$$
\begin{equation*}
\mathbf{G}(p, q)=\frac{1}{4 \pi}\left(|p-q|^{-1}+h(p, q)\right) \tag{3.1a}
\end{equation*}
$$

where

$$
\begin{gather*}
\boldsymbol{\Delta}_{q} h(p, q)=0 \quad q \in \boldsymbol{\Omega},  \tag{3.1b}\\
\frac{\partial h}{\partial \mathrm{n}_{\mathrm{q}}}=-\frac{\partial|p-q|^{-1}}{\partial \mathrm{n}_{\mathrm{q}}} \quad q \in \partial \boldsymbol{\Omega} .
\end{gather*}
$$

Such a function $h(p, q)$ for this geometric formation $\boldsymbol{\Omega}$ can be expressed directly as follows. Let $p=(x, y, z), q=(\xi, \eta, \chi)$. Then $h(p, q)=\left|p^{*}-q\right|^{-1}$ where $p^{*}$ is the conjugate point of $p$ with respect to the cylinder. We see $p^{*}=\left(x, \frac{y}{y^{2}+z^{2}}, \frac{z}{y^{2}+z^{2}}\right)$. Therefore $h(p, q)$ has the form

$$
\begin{equation*}
h(p, q)=\left|\left(x, \frac{y}{y^{2}+z^{2}}, \frac{z}{y^{2}+z^{2}}\right)-(\xi, \eta, \chi)\right|^{-1} \tag{3.2}
\end{equation*}
$$

Eq. (3.2) is obtained by the mirror image method. We find for each point $p=(x, y, z) \in \Omega$ the images and its image $p^{*}$ about $r=1$. Since

$$
\frac{\partial}{\partial y}\left(|(x, y, z)-(\xi, \eta, \chi)|^{-1}+\left|\left(x, \frac{y}{r^{2}}, \frac{z}{r^{2}}-\left.(\xi, \eta, \chi)\right|^{-1}\right)\right|_{r=1}=0\right.
$$

we can verify that $h(p, q)$ satisfies Eq. (3.1b).
Let $\boldsymbol{\Omega}_{\mathbf{M}}=\boldsymbol{\Omega} \cap\{(x, y, z),|x| \leq \mathbf{M}\}$. Since $\mathbf{G}(\cdot, \mathbf{p}) \in \mathbf{C}^{\mathbf{2}}(\boldsymbol{\Omega} \backslash\{\mathbf{p}\}) \cap$ $\mathbf{C}^{\mathbf{1}}(\partial \boldsymbol{\Omega} \cup \boldsymbol{\Omega})$ and any solution of Eq. (2.2) has $u(\cdot) \in \mathbf{C}^{\mathbf{2}}(\boldsymbol{\Omega} \backslash \boldsymbol{\Gamma}) \cap \mathbf{C}^{\mathbf{1}}(\partial \boldsymbol{\Omega} \cup \boldsymbol{\Omega} \backslash \boldsymbol{\Gamma})$ $\cap \mathbf{C}^{0}(\boldsymbol{\Omega})$, we have

$$
\begin{align*}
& \int_{\boldsymbol{\Omega}_{\mathrm{M}} \backslash\left(\mathbf{B}_{\epsilon}(\mathbf{p}) \cup \boldsymbol{\Gamma}_{\epsilon}\right)}\left(u(q) \boldsymbol{\Delta}_{q} \mathbf{G}(p, q)-\mathbf{G}(p, q) \boldsymbol{\Delta}_{q} u(q)\right) d \mathbf{V}_{q}  \tag{3.3}\\
= & \int_{\partial \boldsymbol{\Omega}_{\mathbf{M}^{-}-\left(\partial \mathbf{B}_{\epsilon}(\mathbf{p}) \cup \partial \boldsymbol{\Gamma}_{\epsilon}\right)}}\left(u(q) \frac{\partial \mathbf{G}(p, q)}{\partial \mathrm{n}_{\mathbf{q}}}-\mathbf{G}(p, q) \frac{\partial u(q)}{\partial \mathrm{n}_{\mathrm{q}}}\right) d \mathbf{S}_{\mathbf{q}}
\end{align*}
$$

where $\mathbf{B}_{\epsilon}(p) \equiv\{q,|p-q|=\epsilon\}, \boldsymbol{\Gamma}_{\epsilon} \equiv\{q,|q-\boldsymbol{\Gamma}|=\epsilon\}$. Letting $\epsilon \rightarrow 0^{+}$and $\mathbf{M} \rightarrow \infty$, using the infinity condition of $u$, we derive

$$
\begin{align*}
u(p)= & \int_{\partial \boldsymbol{\Omega}}\left(u(q) \frac{\partial \mathbf{G}(p, q)}{\partial \mathrm{n}_{\mathrm{q}}}-\mathbf{G}(p, q) \frac{\partial u(q)}{\partial \mathrm{n}_{\mathrm{q}}}\right) d \mathbf{S}_{q}  \tag{3.4}\\
& +\left.\int_{\boldsymbol{\Gamma}} \mathbf{G}(p, q)\left[\frac{\partial u(q)}{\partial \mathrm{n}_{\mathrm{q}}}\right]\right|_{\boldsymbol{\Gamma}} d \mathbf{S}_{q}+\mathbf{C}
\end{align*}
$$

where $C$ is an arbitrary constant to be determined by the infinity conditions
Since $\frac{\partial \mathbf{G}(p, q)}{\partial \mathrm{n}_{\mathrm{q}}}=0$ on $\partial \boldsymbol{\Omega}$ which is from the construction of $h(p, q)$ and $\frac{\partial u(q)}{\partial \mathrm{n}_{\mathrm{q}}}=0$ on $\partial \boldsymbol{\Omega}$, the equation (3.4) reduces to

$$
\begin{equation*}
u(p)=\left.\int_{\boldsymbol{\Gamma}} \mathbf{G}(p, q)\left[\frac{\partial u(q)}{\partial \mathrm{n}_{\mathrm{q}}}\right]\right|_{\boldsymbol{\Gamma}} d \mathbf{S}_{q}+\mathbf{C} \tag{3.5}
\end{equation*}
$$

In the new cylindrical coordinates $(x, r, \phi)$ where $y=r \cos \phi, z=r \sin \phi$, we can express the interface $\boldsymbol{\Gamma}$ as $\{(x, y, z), x=-f(r)\}$ and its mean curvature $\mathbf{K}=\mathbf{K}(r)$ will be also be independent of the angle $\phi$. The normal direction of the interface $\boldsymbol{\Gamma}$ is expressed as

$$
\begin{equation*}
n=\frac{\left(1, f^{\prime}(r) \cos \phi, f^{\prime}(r) \sin \phi\right)}{\sqrt{1+f^{\prime 2}(r)}} \tag{3.6}
\end{equation*}
$$

and the angle between the normal direction and the x -axis satisfies

$$
\begin{equation*}
\cos \theta=\frac{1}{\sqrt{1+f^{\prime 2}(r)}} \tag{3.7}
\end{equation*}
$$

The surface element on the interface can also be similarly represented

$$
\begin{equation*}
d A=\sqrt{1+f_{y}^{2}+f_{z}^{2}} d y d z=\sqrt{1+f^{\prime 2}(r)} r d r d \phi \tag{3.8}
\end{equation*}
$$

Through a direct calculation, we have the curvature formula expressed as

$$
\begin{equation*}
\mathbf{K}(r)=\left(\frac{f^{\prime}(r)}{\sqrt{1+f^{\prime 2}(r)}}\right)^{\prime}+\frac{1}{r}\left(\frac{f^{\prime}(r)}{\sqrt{1+f^{\prime 2}(r)}}\right) \tag{3.9}
\end{equation*}
$$

If we let $p \in \boldsymbol{\Gamma}$, then we formulate 1 Eq . (2.2) into an integral equation of the mean curvature function $\mathbf{K} \equiv \mathbf{K}(r)$ where $r=0$ designated as the tip of the finger,

$$
\begin{gather*}
\mu \mathbf{K}(r)=\mathbf{H}(\mathbf{K}(r)) \equiv \int_{\boldsymbol{\Gamma}(\lambda)} \mathbf{G}(s, \tau) \mathbf{V} \cos \theta(\tau) d \mathbf{A}(\tau)+\mathbf{C}  \tag{3.10a}\\
\mathbf{K}(r)=\left(\frac{f^{\prime}(r)}{\sqrt{1+f^{\prime 2}(r)}}\right)^{\prime}+\frac{1}{r}\left(\frac{f^{\prime}(r)}{\sqrt{1+f^{\prime 2}(r)}}\right)  \tag{3.10b}\\
\cos \theta(r)=\frac{1}{\sqrt{1+f^{\prime 2}(r)}}  \tag{3.10c}\\
\lim _{r \rightarrow 1} \theta(r)=\frac{\pi}{2} \tag{3.10~d}
\end{gather*}
$$

$\mathrm{Eq}(3.10 \mathrm{~d})$ can be satisfied by choosing an appropriate constant $\mathbf{C}=\mathbf{C}(\pi)$ in (3.10a). Thus Eq. (3.10a-3.10d) can be reduced to Eq. (3.10a-3.10c) with $\mathbf{C}=\mathbf{C}(\pi)$.

## 4. The Laray-Schauder Argument

We study the family of equations

$$
\begin{gather*}
\mu \mathbf{K}(r)=\mathbf{H}(\mathbf{K}(r)) \equiv \int_{\boldsymbol{\Gamma}(\lambda)} \mathbf{G}(s, \tau) \mathbf{V} \cos \theta(\tau) d \mathbf{A}(\tau)+\mathbf{C}(\lambda)  \tag{4.1a}\\
\mathbf{K}(r)=\left(\frac{f^{\prime}(r)}{\sqrt{1+f^{\prime 2}(r)}}\right)^{\prime}+\frac{1}{r}\left(\frac{f^{\prime}(r)}{\sqrt{1+f^{\prime 2}(r)}}\right)  \tag{4.1b}\\
\cos \theta(r)=\frac{1}{\sqrt{1+{f^{\prime 2}(r)}}}  \tag{4.1c}\\
\lim _{r \rightarrow 1} \theta(r)=\frac{\lambda}{2} \tag{4.1d}
\end{gather*}
$$

for $0 \leq \lambda<\pi$. We drop the dependency to $\lambda$ in further writing unless the parameter is needed to distinguish different subjects.

Let us discuss the physical problems corresponding to Eq. (4.1a)-(4.1d). Since the total change of angles is smaller than $\pi, \boldsymbol{\Gamma}$ is of finite area and intersects $\partial \boldsymbol{\Omega}$. These solutions are not exactly finger solutions in the classical sense,
but closely related to them as mentioned by McLean and Saffman [20]. The finger solutions will be obtained in this article by letting $\lambda \rightarrow \pi^{-}$in Section 5.

Lemma 1. If $\mathbf{K}(r)$ is a symmetric $\mathbf{C}^{0}$ - solution of Eq. (4.1a)-(4.1d) and $0 \leq$ $\lambda \leq \pi-\epsilon<\pi$, then there $\exists \mathbf{M} \equiv \mathbf{M}(\mu, \mathbf{V})$ and $\mathbf{M}_{\mathbf{0}} \equiv \mathbf{M}_{\mathbf{0}}(\mu, \mathbf{V})$ such that $\mathbf{K}(r) \leq \mathbf{M}$ and $\left|\frac{d \mathbf{K}(r)}{d s}\right| \leq \mathbf{M}_{0}$ for the derivative respect to the arc length $s$ of $\boldsymbol{\Gamma}_{s}$.

Proof. From the Eq. (4.1c), we derive

$$
\begin{equation*}
\frac{f^{\prime}(r)}{\sqrt{1+f^{\prime 2}(r)}}=\mathbf{F}(r)=\frac{1}{r} \int_{0}^{r} \tau \mathbf{K}(\tau) d \tau \tag{4.2}
\end{equation*}
$$

Then (4.1d) can be changed to

$$
\begin{equation*}
\int_{\boldsymbol{\Gamma}_{s}} \tau \mathbf{K}(\tau) d \tau=\sin \frac{\lambda}{2} \tag{4.3}
\end{equation*}
$$

that can be satisfied by choosing the right constant in (4.1a).
We now first estimate the size of the mean curvature function $\mathbf{K}(r)$ by dividing into two regions:

$$
\begin{align*}
& |\mathbf{K}(r)| \leq \frac{1}{4 \pi \mu}\left(\int_{\boldsymbol{\Gamma}(\lambda)}\left(|p(r)-q(\tau)|^{-1}+\left|p^{*}(r)-q(\tau)\right|^{-1}\right) \mathbf{V}|\cos \theta(\tau)| d \mathbf{A}(\tau)\right. \\
& \quad+|\mathbf{C}(\lambda)|) \\
& =\frac{1}{4 \pi \mu}\left(\int_{\boldsymbol{\Gamma}(\lambda),|p-q| \leq \sigma}\left(|p(r)-q(\tau)|^{-1}+\left|p^{*}(r)-q(\tau)\right|^{-1}\right) \mathbf{V}|\cos \theta(\tau)| d \mathbf{A}(\tau)\right. \\
& +\frac{1}{4 \pi \mu}\left(\int_{\boldsymbol{\Gamma}(\lambda),|p-q| \geq \sigma}\left(|p(r)-q(\tau)|^{-1}+\left|p^{*}(r)-q(\tau)\right|^{-1}\right) \mathbf{V}|\cos \theta(\tau)| d \mathbf{A}(\tau)\right. \\
& \quad+|\mathbf{C}(\lambda)|) . \tag{4.4}
\end{align*}
$$

We notice the relation

$$
\begin{equation*}
|\cos \theta(\tau)| d \mathbf{A}(\tau)=d y d z \tag{4.5}
\end{equation*}
$$

Then for $|p-q|>\sigma$,

$$
\begin{equation*}
\int_{\boldsymbol{\Gamma}(\lambda),|p-q| \geq \sigma}\left(|p(r)-q(\tau)|^{-1}+\left|p^{*}(r)-q(\tau)\right|^{-1}\right) \mathbf{V}|\cos \theta(\tau)| d \mathbf{A}(\tau) \tag{4.6}
\end{equation*}
$$

$$
\leq \frac{2}{\sigma} \int_{\boldsymbol{\Gamma}(\lambda),|p-q| \geq \sigma} \mathbf{V} d y d z \leq 2 \mathbf{V} \frac{\pi}{\sigma}
$$

For $|p-q| \leq \sigma$, we divide into two cases. If $p \notin \partial \boldsymbol{\Omega}$, then $|p-q|^{-1}$ is the only singular function. If $p \in \partial \boldsymbol{\Omega}$, then $p=p^{*},|p-q|^{-1}=\left|p^{*}-q\right|^{-1}$. In either case, let $\rho=|(y(r), z(r))-(y(\tau), z(\tau))|$. Then

$$
\begin{gather*}
\int_{\boldsymbol{\Gamma}(\lambda),|p-q| \leq \sigma}\left(|p(r)-q(\tau)|^{-1}+\left|p^{*}(r)-q(\tau)\right|^{-1}\right) \mathbf{V}|\cos \theta(\tau)| d \mathbf{A}(\tau)  \tag{4.7}\\
\leq \int_{\boldsymbol{\Gamma}(\lambda),|p-q| \leq \sigma} 2|p(r)-q(\tau)|^{-1} \mathbf{V}|\cos \theta(\tau)| d y d z \\
\leq \frac{2}{\sigma} \int_{\boldsymbol{\Gamma}(\lambda),|p-q| \leq \sigma} \frac{1}{\rho} \rho d \rho d \phi \leq 4 \mathbf{V} \pi
\end{gather*}
$$

The estimates for $\mathbf{K}_{s}(s)$, the derivative of the curvature with respect to the arc length of $\boldsymbol{\Gamma}_{s}$ can be obtained in terms of Cauchy Principal Value [21] such that

$$
\left\|\mathbf{K}_{s}(s)\right\| \leq \mathbf{M}_{0}(\mu, \mathbf{V})
$$

The derivation however is lengthy and technical. We will have the details in a seperate technical paper later.

Remark: We note that the curvature condition (4.3) on the curvature is equivalent to that of the section curvature in (2.3).

Let $\mathbf{K}(r)>0$. We define

$$
\begin{gather*}
\boldsymbol{\Gamma}(\mathbf{K}) \equiv\left\{(x, y, z) \in \Omega, x=-f(r),\left(\frac{f^{\prime}(r)}{\sqrt{1+f^{\prime 2}(r)}}\right)^{\prime}+\frac{1}{r} \frac{f^{\prime}(r)}{\sqrt{1+f^{\prime 2}(r)}}=\mathbf{K}(r)\right.  \tag{4.8}\\
\left.f(0)=f^{\prime}(0)=0, r \leq 1\right\}
\end{gather*}
$$

and

$$
\begin{equation*}
\theta(\mathbf{K})=\cos ^{-1}\left(\frac{1}{\sqrt{1+f^{\prime 2}}}\right) \tag{4.9}
\end{equation*}
$$

The curvature $\boldsymbol{\Gamma}(\mathbf{K})$ is well defined if $0<\int_{\boldsymbol{\Gamma}_{s}(\mathbf{K})} \mathbf{K}_{1}(\tau) d s(\tau) \leq \pi-\epsilon$.
Lemma 2. Let $\mu \mathbf{T}(\mathbf{K}) \equiv \int_{\boldsymbol{\Gamma}(\mathbf{K})} \mathbf{G}(s, \tau) \mathbf{V} \cos \theta(\mathbf{K}) d \mathbf{A}(\tau)+\mathbf{C}(\lambda)$. The constant $\mathbf{C}(\lambda)$ is chosen so that $\int_{\boldsymbol{\Gamma}_{\mathbf{s}}(\mathbf{K})} r \mathbf{T}(\mathbf{K}(s(r))) d r=\sin (\lambda / 2)$. Then
for $0 \leq \lambda \leq \pi-\epsilon$, the mapping $\mathbf{T}: \mathbf{C}^{0}[0,1] \rightarrow \mathbf{C}^{0}[0,1]$ is a compact mapping which satisfies $|\mathbf{T}(\mathbf{K})| \leq \mathbf{M}$ for any $\mathbf{K}(r) \in \mathbf{C}_{0}[0,1]$ with $0<$ $\int_{\mathbf{\Gamma}_{\mathbf{s}}(\mathbf{K})} \mathbf{K}_{1}(r) d s(r)=\lambda \leq \pi-\epsilon$.
Proof The two estimates in Lemma 1 imply that $|\mathbf{T}(\mathbf{K})(s(y))| \leq \mathbf{M}$ and $\left|\mathbf{T}(\mathbf{K})_{s}(s(y))\right| \leq \mathbf{M}_{0}$. The compactness follows from the fact that space $\mathbf{C}^{1}[0,1]$ embeds compactly into $\mathbf{C}^{0}[0,1]$.

Proposition 1. Let $0 \leq \lambda \leq \pi-\epsilon<\pi$. Then there exists $\mathbf{K}(r)$, a symmetric $\mathbf{C}^{0}$ - solution of Eq. (4.1a)-(4.1d). Further, the solution $\mathbf{K}(s)$ satisfies the properties that $\exists \mathbf{M} \equiv \mathbf{M}(\mu, \mathbf{V}), \mathbf{M}_{0} \equiv \mathbf{M}_{0}(\mu, \mathbf{V})$ such that $|\mathbf{K}(r)| \leq \mathbf{M}$ and $\left|\frac{d \mathbf{K}(r)}{d s}\right| \leq \mathbf{M}_{0}$ for derivative with respect to the arc length s.

Remark. 1) The uniform bound for $\mathbf{K}_{s}(s)$ is mainly for the compactness in Proposition 1. But its importance will be see when $\lambda \rightarrow \pi^{-}$in Section 5 below for the uniform convergence. Although a Lipschitz bound for $\mathbf{K}(s)$ should suffice, the derivation of such bound will involve similar difficulty. 2) It is not clear to us if $\mathbf{K}(r) \geq 0$ or $\Gamma$ is convex. In 2-D case, with the help of Maximum Principle [25], we are able to show $\mathbf{K}(s) \geq 0$ for any point. The argument does not extend itself to 3-D case.

Proposition 1 follows directly from the estimates in Lemmas 1 and 2. The existence of $\mathbf{K}(s)$ can then be derived by using Leray-Schauder Fixed Point Theorem $[13,35]$ in the function space $\mathbf{C}^{0}[0,1]$. The proof is a standard argument and hence omitted.

## 5. A Proof of Theorem 2.1

Proof of Theorem 2.1. The solutions $\mathbf{K}(\lambda, s)$ of Eq. (4.1a)-(4.1d) can be expressed by

$$
\begin{align*}
& \mu \mathbf{K}(r)=\mathbf{H}(\mathbf{K}(\lambda, s)) \equiv \int_{\Gamma(\lambda)} \mathbf{G}(s, \tau) \mathbf{V} \cos \phi(\tau) d \mathbf{A}(\tau)+\mathbf{C}(\lambda)(5.1 \mathrm{a}) \\
& \mathbf{K}(r)=\left(\frac{f^{\prime}(r)}{\sqrt{1+f^{\prime 2}(r)}}\right)^{\prime}+\frac{1}{r}\left(\frac{f^{\prime}(r)}{\sqrt{1+f^{\prime 2}(r)}}\right) .  \tag{5.1b}\\
& \cos \theta(r)=\frac{1}{\sqrt{1+f^{\prime 2}(r)}}  \tag{5.1c}\\
& \lim _{r \rightarrow 1} \theta(r)=\frac{\lambda}{2}, \tag{5.1d}
\end{align*}
$$

From the boundedness of $\mathbf{K}_{s}(r)$, there exists a subsequence $\lambda(n) \rightarrow \pi$ such that

$$
\begin{gather*}
\mathbf{K}(\lambda(n), s) \rightarrow \mathbf{K}(s) \quad \text { unif. } \quad \text { in } \quad \mathbf{C}^{0}-\text { norm },  \tag{5.2}\\
\theta_{\lambda(n)}(s) \rightarrow \theta(s) \quad \text { unif. } \quad \text { in } \quad \mathbf{C}^{1}-\text { norm } \tag{5.3}
\end{gather*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Gamma}(\mathbf{K}(\lambda(n), s)) \rightarrow \boldsymbol{\Gamma} \quad \text { unif. } \quad \text { in } \quad \mathbf{C}^{2}-\text { norm } . \tag{5.4}
\end{equation*}
$$

Thus by letting $\lambda(n) \rightarrow \pi^{-}$in Eq. (5.1a)-(5.1d), we derive the existence of solutions of Eq. (2.3) by the mean of the limiting functions. The uniform bound of $\mathbf{K}(\lambda, s)$ implies the same bound for $\mathbf{K}(s)$. Therefore, given any small positive number $\mathbf{M}_{1}$, there exists $r_{1}=r_{1}\left(\mathbf{M}_{1}\right)>0$ such that $|f(r)| \leq \mathbf{M}_{\mathbf{1}}$ for $|r| \leq r_{1}$. Thus the limiting solutions are not degenerate.
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#### Abstract

A combined method consisting of the mixed finite element method for flow and the discontinuous Galerkin method for transport is introduced for the coupled system of miscible displacement problem. A "cut-off" operator $\mathcal{M}$ is introduced in the discontinuous Galerkin formular in order to make the combined scheme converge. Optimal error estimates in $L^{2}\left(H^{1}\right)$ for concentration and in $L^{\infty}\left(L^{2}\right)$ for velocity are derived.
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## 1. Introduction

Numerical modeling of miscible displacement in porous media is important and interesting in oil recovery and enviromental pollution problem. The miscible displacement problem is described by a coupled system of non-linear partial differential equations. The need for accurate solutions to the coupled equations challenges numerical analysts to design new methods.

The mixed finite element methods [1, 6] gained great popularity in the last two decades for the reasons that they provide very accurate approximations of the primary unknown and its flux and they conserve mass locally. The discontinuous Galerkin method gained even greater popularity recently for at least four reasons $[10,11,12,13]: 1)$ the flexibility inherent to it allows more general meshes construction and degree of non uniformity than permitted by the more conventional finite element method; 2 ) it also conserves mass locally
on any element; 3) it has, in general, less numerical diffusion and provides more accurate local approximations for problems with rough coefficients; 4) it is easy to implement. Traditional numerical methods were studied for solving the miscible displacement problem by Darlow, Ewing, Wheeler and Douglas [3, 4, 5, 7, 9, 14]. The formulation of discontinuous Galerkin for both of flow and transport subproblems is given by B. Rivière [11].

In this paper, a combined method with mixed finite element method for flow and discontinuous Galerkin method for transport is introduced and analyzed. This paper consists of four additional sections. Problem definition is given in section 2 and the formulation of the combined method is described in section 3. In section 4, the results and proofs of error estimates for the subproblems and coupled system are given. Conclusions are described in the last section.

## 2. Governing Equations

The displacement of one incompressible fluid by another in porous media is considered in this paper. Detailed discussion on physical theories of miscible displacement in porous media can be found in [2] or [8].

Let $\Omega$ denote a bounded domain in $\mathbb{R}^{d},(n=2,3)$ and Let $J$ denote the time interval $\left(0, T_{f}\right]$. The classical equations governing the miscible displacement in porous media is as follows.

- Continuity equation

$$
\begin{equation*}
\nabla \cdot \mathbf{u}=q \quad(x, t) \in \Omega \times J \tag{1}
\end{equation*}
$$

- Transport equation

$$
\begin{equation*}
\phi \frac{\partial c}{\partial t}+\nabla \cdot(\mathbf{u} c-\mathbf{D}(\mathbf{u}) \nabla c)=q c^{*} \quad(x, t) \in \Omega \times J \tag{2}
\end{equation*}
$$

- Darcy velocity

$$
\begin{equation*}
\mathbf{u}=-\frac{K}{\mu} \nabla p \quad(x, t) \in \Omega \times J \tag{3}
\end{equation*}
$$

- Dispersion/diffusion tensor

$$
\begin{equation*}
\mathbf{D}(\mathbf{u})=d_{m} \mathbf{I}+|\mathbf{u}|\left\{\alpha_{l} \mathbf{E}(\mathbf{u})+\alpha_{t}(\mathbf{I}-\mathbf{E}(\mathbf{u}))\right\} \tag{4}
\end{equation*}
$$

where,

$$
d=\phi \tau D_{m}
$$

- Constitutive relation

$$
\mu=\mu(c)
$$

where the dependent variables are $p$, the pressure in the fluid mixture, and $\mathbf{u}$, the Darcy velocity of the mixture (volume flowing across a unit across-section per unit time), and $c$, the concentration of interested species measured in amount of species per unit volume of the fluid mixture. The permeability $K$ of the medium measures the conductivity of the medium to fluid flow; the viscosity $\mu$ of the fluid measures the resistance to flow of the fluid mixture; $\rho$ is the density of fluid mixture; the porosity $\phi$ is the fraction of the volume of the medium occupied by pores; $\mathbf{D}(\mathbf{u})$ is the dispersion/diffusion tensor, which has contributions from molecular diffusion and mechanical dispersion, and it can be calculated by equation (4), where $\mathbf{E}(\mathbf{u})$ is the tensor that projects onto the $\mathbf{u}$ direction, whose $(i, j)$ component is $(\mathbf{E}(\mathbf{u}))_{i . j}=\frac{u_{i} u_{j}}{|\mathbf{u}|^{2}} ; \tau$ is the tortuosity coefficient; $D_{m}$ is the molecular diffusivity; $\alpha_{l}$ and $\alpha_{t}$ are the longitudinal and transverse dispersivities, respectively. The commonly used constitutive relation is the quarter-power mixing rule $\mu(c)=\left(\mathrm{c} \mu_{s}^{-0.25}+(1-c) \mu_{o}^{-0.25}\right)^{-4}$, but we consider $\mu(c)$ to be a general nonlinear relation in this paper. The imposed external total flow rate $q$ is a sum of sources (injection) and sinks (extraction), $c^{*}$ is the injected concentration $c_{w}$ if $q>0$ and is the resident concentration $c$ if $q<0$.
The continuity equation (1) can be obtained by the mass conservation for the whole fluid mixture and the equation (3) is a formulation of Darcy's law. Combination of equations (1) and (3) will give the flow equation.

$$
\begin{equation*}
-\nabla \cdot\left(\frac{K}{\mu(c)} \nabla p\right)=q \quad(x, t) \in \Omega \times J \tag{5}
\end{equation*}
$$

The flow equation (5) governs the fluid flow and gives the pressure field and Darcy velocity field if the concentration is given. It is elliptic if the concentration is considered to be given.

The transport equation (2) can be obtained by the mass conservation of the interested species. It governs the convection-diffusion transport process and gives the concentration profile provided the velocity field is given. It is parabolic but normally convection-dominated.

We assume $\Omega$ is a bounded domain with Lipschitz boundary $\partial \Omega=\Gamma_{N}=$ $\bar{\Gamma}_{i n} \cup \bar{\Gamma}_{\text {out }}$, where $\Gamma_{N}$ is the Neumann boundary for flow subproblem; $\Gamma_{i n}$ is the inflow boundary and $\Gamma_{\text {out }}$ is the outflow/noflow boundary condition, defined as follows.

$$
\begin{aligned}
\Gamma_{\text {in }} & =\Gamma_{\text {in }}(t)=\{x \in \partial \Omega: \mathbf{u}(t) \cdot \nu<0\} \\
\Gamma_{\text {out }} & =\Gamma_{\text {out }}(t)=\{x \in \partial \Omega: \mathbf{u}(t) \cdot \nu \geq 0\}
\end{aligned}
$$

where, $\nu$ denotes the unit outward normal vector to $\partial \Omega$. Though $\Gamma_{i n}$ and $\Gamma_{o u t}$ can be time-dependent for some physical problem, we assume they are fixed at all the time in $J$ for simplicity.

We consider following boundary condition for this problem.

$$
\begin{align*}
\mathbf{u} \cdot \nu & =u_{B} \quad(x, t) \in \Gamma_{N} \times J  \tag{6}\\
(\mathbf{u} c-\mathbf{D} \nabla c) \cdot \nu & =c_{B} \mathbf{u} \cdot \nu \quad t \in J, x \in \Gamma_{\text {in }}(t)  \tag{7}\\
(-\mathbf{D} \nabla c) \cdot \nu & =0 \quad t \in J, x \in \Gamma_{\text {out }}(t) \tag{8}
\end{align*}
$$

We know the flow problem with above boundary conditions has a solution for pressure, which is unique up to an additive constant, thus has a unique solution for velocity, provided that $\int_{\Omega} f=\int_{\partial \Omega} u_{B}$ is satisfied and the viscosity is given.

The initial concentration is specified in the following way.

$$
\begin{equation*}
c(x, 0)=c_{0}(x) \quad x \in \Omega \tag{9}
\end{equation*}
$$

In this paper we are only interested in the convergence result for velocity $\mathbf{u}$ and concentration $c$.

## 3. Discontinuous Galerkin/Mixed Finite Element Scheme

### 3.1 Assumption

We consider the scheme of mixed finite element (MFE) method for flow subproblem and discontinuous Galerkin (DG) with interior penalty term for transport subproblem. The scheme used for transport subproblem is referred to as the Non-symmetric Interior Penalty Galerkin (NIPG) [11].
For simplicity, we consider only two or three dimensional rectangular domain $\Omega=\prod_{i=1}^{d}\left(0, L_{i}\right), d=2$, or 3 and we only consider rectangular mesh. However, the results can be directly extended to logically rectangular domain/mesh by conforming mapping. Though we can choose separate domain partitions for flow and for transport problem, the same rectangular domain partition $\mathcal{T}_{h}$ is considered here for both of flow and transport equations. We also assume the permeability tensor $K$ is invertible and is uniformly positive definite and uniformly bounded above.

### 3.2 Notation

Let $\mathcal{T}_{h>0}$ be a quasi-uniform family of rectangular partition of $\Omega$ such that no element crosses the boundaries of $\Gamma_{D}, \Gamma_{N}, \Gamma_{i n}$, or $\Gamma_{\text {out }}$, where $h$ is the maximal element diameter. The set of all interior edges (for 2 dimensional domain) or faces (for 3 dimensional domain) for $\mathcal{T}_{h}$ are denoted by $E_{h}$. On each edges or faces $e \in E_{h}$, a unit normal vector $\nu_{e}$ is arbitrarily fixed. The set of all edges or
faces on $\Gamma_{o u t}$ and on $\Gamma_{\text {in }}$ for $\mathcal{T}_{h}$ are denoted by $E_{h, \text { out }}$ and $E_{h, i n}$, respectively, for which the normal vector $\nu_{e}$ coincides with the outward unit normal vector. For $s \geq 0$, define,

$$
\begin{equation*}
H^{s}\left(\mathcal{T}_{h}\right)=\left\{\phi \in L^{2}(\Omega):\left.\phi\right|_{R} \in H^{s}(R), R \in \mathcal{T}_{h}\right\} \tag{10}
\end{equation*}
$$

We now define the average jump for $\phi \in H^{s}\left(\mathcal{T}_{h}\right)$, $s>1 / 2$. Let $R_{i}, R_{j} \in$ $H^{s}\left(\mathcal{T}_{h}\right)$ and $e=\partial R_{i} \cap \partial R_{j} \in E_{h}$ with $\nu_{e}$ exterior to $R_{i}$. Denote

$$
\begin{align*}
\langle\phi\rangle & =\left.\frac{1}{2}\left(\left.\phi\right|_{R_{i}}\right)\right|_{e}+\left.\frac{1}{2}\left(\left.\phi\right|_{R_{j}}\right)\right|_{e}  \tag{11}\\
{[\phi] } & =\left.\left(\left.\phi\right|_{R_{i}}\right)\right|_{e}-\left.\left(\left.\phi\right|_{R_{j}}\right)\right|_{e} \tag{12}
\end{align*}
$$

The usual Sobolev norm on $\Omega$ is denoted by $\|\cdot\|_{m, \Omega}$. The broken norms are defined, for positive integer $m$, as

$$
\begin{equation*}
\|\phi\|_{m}^{2}=\sum_{R \in \mathcal{T}_{h}}\|\phi\|_{m, \Omega}^{2} \tag{13}
\end{equation*}
$$

The finite element space is taken to be

$$
\begin{equation*}
\mathcal{D}_{r}\left(\mathcal{T}_{h}\right) \equiv\left\{\phi \in L^{2}(\Omega):\left.\phi\right|_{R} \in P_{r}(R), R \in \mathcal{T}_{h}\right\} \tag{14}
\end{equation*}
$$

where $P_{r}(R)$ denotes the space of polynomials of (total) degree less than or equal to $r$ on $R$.

Define

$$
\begin{align*}
V & \equiv H(\Omega ; \operatorname{div}) \equiv\left\{\mathbf{u} \in\left(L^{2}(\Omega)\right)^{d}: \operatorname{div} \mathbf{u} \in L^{2}(\Omega)\right\}  \tag{15}\\
W & \equiv L^{2}(\Omega) \tag{16}
\end{align*}
$$

Let $V^{0}$ and $V^{N}$ be the subspaces of $V$ consisting of functions with normal trace on $\Gamma_{N}$ (weakly) equal to zero and $\mathbf{u}_{B}$, respectively.

Let the approximating subspace $V_{k}\left(\mathcal{T}_{h}\right) \times W_{k}\left(\mathcal{T}_{h}\right)$ of $V \times W$ be the $k$-th ( $k \geq 0$ ) order Raviart-Thomas space $\left(R T_{k}\right)$ of the partition $\mathcal{T}_{h}$. For example, for three dimensional domain $\Omega$, it is defined as

$$
\begin{aligned}
& V_{k}\left(\mathcal{T}_{h}\right)=\{\mathbf{v} \in H(\Omega ; \text { div }):\left.\mathbf{v}\right|_{R} \in Q_{k+1, k, k}(R) \times Q_{k, k+1, k}(R) \\
&\left.\times Q_{k, k, k+1}(R), R \in \mathcal{T}_{h}\right\} \\
& W_{k}\left(\mathcal{T}_{h}\right)=\left\{w \in L^{2}(\Omega):\left.w\right|_{R} \in Q_{k, k, k}(R), R \in \mathcal{T}_{h}\right\}
\end{aligned}
$$

where, we denote by $Q_{i, j, k}(R)$ the space of polynomials of degree less than or equal to $i(j, k)$ in the first (second, third) variable restricted to $R$.

Corresponding to $V^{0}$ and $V^{N}$, define their subspaces $V_{k}^{0}\left(\mathcal{T}_{h}\right)=V_{k}\left(\mathcal{T}_{h}\right) \cap V^{0}$ and

$$
\begin{equation*}
V_{h}^{N}\left(\mathcal{T}_{h}\right)=\left\{\mathbf{v} \in V_{k}\left(\mathcal{T}_{h}\right):(\mathbf{v} \cdot \nu, \lambda)_{\Gamma_{N}}=0 \quad \forall \lambda \in \Lambda_{h}\right\} \tag{17}
\end{equation*}
$$

where $\Lambda_{h} \subset L^{2}(\partial \Omega)$ is the corresponding hybrid space of Lagrange multipliers for the pressure restricted to $\partial \Omega$, and we have, $\Lambda_{h}=\left.V_{h} \cdot \nu\right|_{\partial \Omega}$.

The inner product in $\left(L^{2}(\Omega)\right)^{d}$ or $L^{2}(\Omega)$ is indicated by $(\cdot, \cdot)$ and the inner product in boundary function space $L^{2}(\Gamma)$ is indicated by $(\cdot, \cdot)_{\Gamma}$. Denote

$$
\begin{gather*}
|\mathbf{u}|=|\mathbf{u}|_{2}=\sqrt{\sum_{i=1}^{d}(\mathbf{u})_{i}^{2}}  \tag{18}\\
\|\mathbf{u}\|_{\left(L^{2}(\Omega)\right)^{d}}=\left\|\left(|\mathbf{u}|_{2}\right)\right\|_{L^{2}(\Omega)}  \tag{19}\\
\|\mathbf{u}\|_{\left(L^{\infty}(\Omega)\right)^{d}}=\left\|\left(|\mathbf{u}|_{2}\right)\right\|_{L^{\infty}(\Omega)} \tag{20}
\end{gather*}
$$

### 3.3 Continuous in time scheme

Let us define the bilinear form $B(c, \psi ; \mathbf{u})$ and the linear functional $L(\psi ; \mathbf{u})$ as follows.

$$
\begin{align*}
B(c, \psi ; \mathbf{u})= & \sum_{R \in \mathcal{T}_{h}} \int_{R}(\mathbf{D}(\mathbf{u}) \nabla c-c \mathbf{u}) \cdot \nabla \psi-\sum_{e \in E_{h}} \int_{e}\left\langle\mathbf{D}(\mathbf{u}) \nabla c \cdot \nu_{e}\right\rangle[\psi]  \tag{21}\\
& +\sum_{e \in E_{h}} \int_{e}\left\langle\mathbf{D}(\mathbf{u}) \nabla \psi \cdot \nu_{e}\right\rangle[c]+\sum_{e \in E_{h}} \int_{e} c^{*} \mathbf{u} \cdot \nu_{e}[\psi] \\
& +\sum_{e \in E_{h, \text { out }}} \int_{e} \mathbf{c u} \cdot \nu_{e} \psi-\int_{\Omega} c q^{-} \psi+J_{0}^{\sigma, \beta}(c, \psi)
\end{align*}
$$

where, $\left.c^{*}\right|_{e}$ is the upwind value of concentration,

$$
\left.c^{*}\right|_{e}= \begin{cases}\left.c\right|_{R_{1}} & \text { if } \mathbf{u} \cdot \nu_{e}>0 \\ \left.c\right|_{R_{2}} & \text { if } \mathbf{u} \cdot \nu_{e}<0\end{cases}
$$

for $e=\partial R_{1} \cap \partial R_{2}$ and $\nu_{e}$ is the outward unit normal vector to $R_{1}$. Notice $\mathbf{u} \cdot \nu_{e}$ is continuous on the direction of $\nu_{e}$, thus has well-defined value at the interface.
$q^{+}$is the injection part of source term and $q^{-}$is the extraction part of source term,

$$
\begin{aligned}
q^{+} & =\max (q, 0) \\
q^{-} & =\min (q, 0)
\end{aligned}
$$

Of course, we have $q=q^{+}+q^{-}$.
$J_{0}^{\sigma, \beta}(c, \psi)$ is the interior penalty term,

$$
\begin{equation*}
J_{0}^{\sigma, \beta}(c, \psi)=\sum_{e \in E_{h}} \frac{\sigma_{e}}{h_{e}^{\beta}} \int_{e}[c][\psi] \tag{22}
\end{equation*}
$$

where, $\sigma$ is a discrete positive function that takes constant value $\sigma_{e}$ on the edge or face $e$, and is bounded below by $\sigma_{*}>0$ and above by $\sigma^{*}, h_{e}$ denotes the size of $e$ and $\beta \geq 0$ is a real number.

The linear functional $L(\psi)$ is defined as

$$
\begin{equation*}
L(\psi ; \mathbf{u})=\int_{\Omega} c_{w} q^{+} \psi-\sum_{e \in E_{h, i n}} \int_{e} c_{B} \mathbf{u} \cdot \nu_{e} \psi \tag{23}
\end{equation*}
$$

The continuous in time DG/MFE scheme for approximating the solution of the equations (1), (2) and (3) is as follows.

Finding $\mathbf{u}_{h} \in L^{\infty}\left(J, V_{k}^{N}\left(\mathcal{T}_{h}\right)\right), p_{h} \in L^{\infty}\left(J, W_{k}\left(\mathcal{T}_{h}\right)\right), c_{h} \in L^{\infty}\left(J, \mathcal{D}_{r}\left(\mathcal{T}_{h}\right)\right)$ such that,

$$
\begin{align*}
& \left(\mu\left(c_{h}\right) K^{-1} \mathbf{u}_{h}, \mathbf{v}\right)-\left(\nabla \cdot \mathbf{v}, p_{h}\right)=-\left(p_{B}, \mathbf{v} \cdot \nu\right)_{\Gamma_{D}}  \tag{24}\\
& \forall \mathbf{v} \in V_{k}^{0}\left(\mathcal{T}_{h}\right) \quad \forall t \in J \\
& \left(\nabla \cdot \mathbf{u}_{h}, w\right)=(q, w) \quad \forall w \in W_{k}\left(\mathcal{T}_{h}\right) \quad \forall t \in J  \tag{25}\\
& \left(\phi \frac{\partial c_{h}}{\partial t}, \psi\right)+B\left(c_{h}, \psi ; \mathbf{u}_{h}^{M}\right)=L\left(\psi ; \mathbf{u}_{h}^{M}\right)  \tag{26}\\
& \forall \psi \in \mathcal{D}_{r}\left(\mathcal{T}_{h}\right) \quad \forall t \in J \\
& \left(c_{h}, \psi\right)=\left(c_{0}, \psi\right) \quad \forall \psi \in \mathcal{D}_{r}\left(\mathcal{T}_{h}\right) \quad t=0 \tag{27}
\end{align*}
$$

where the $\mathbf{u}_{h}^{M}$ is defined as,

$$
\begin{equation*}
\mathbf{u}_{h}^{M}=\min \left(\left|\mathbf{u}_{\mathbf{h}}\right|, M\right) \frac{\mathbf{u}_{\mathbf{h}}}{\left|\mathbf{u}_{\mathbf{h}}\right|} \tag{28}
\end{equation*}
$$

where, $M$ is a fixed positive real number and $\left|\mathbf{u}_{\mathbf{h}}\right|=\left|\mathbf{u}_{\mathbf{h}}\right|_{2}=\sqrt{\sum_{i=1}^{d}\left(\mathbf{u}_{\mathbf{h}}\right)_{i}^{2}}$.
The reason for using $\mathbf{u}_{h}^{M}$ rather than $\mathbf{u}_{h}$ for approximation of transport equation will be clear in the next section.

## 4. Error Estimates for Combined DG/MFE <br> Approximation for Miscible Displacement Problem

### 4.1 Notations

Throughout this paper, $C$ denotes a generic constant whose value may change with different occurrences.

We first define three projection operators and their approximation properties. Let $P_{h}$ denote $L^{2}$-projection of $W$ onto $W_{h}=W_{k}\left(\mathcal{T}_{h}\right)$ : for $p \in W, P_{h} p \in W_{h}$ is defined by

$$
\begin{equation*}
\left(P_{h} p-p, w\right)=0, \quad \forall w \in W_{h} \tag{29}
\end{equation*}
$$

Let $\Pi_{h}$ denote the usual Raviart-Thomas projection $\Pi_{h}: V \rightarrow V_{h}$ satisfies the following properties [6],

$$
\begin{align*}
& \left(\nabla \cdot\left(\mathbf{u}-\Pi_{h} \mathbf{u}\right), w\right)=0, \quad \forall w \in W_{h}  \tag{30}\\
& \left\|\mathbf{u}-\Pi_{h} \mathbf{u}\right\|_{\left(L^{2}(\Omega)\right)^{d}} \leq C\|\mathbf{u}\|_{\left(H^{j}(\Omega)\right)^{d}} h^{j} \quad 1 \leq j \leq k+1  \tag{31}\\
& \nabla \cdot \Pi_{h}=P_{h} \nabla \cdot \tag{32}
\end{align*}
$$

where, $k$ is the order of the RT spaces.
Furthermore, we have [6],

$$
\begin{align*}
& \left\|P_{h} p-p\right\|_{L^{2}(\Omega)} \leq C\|p\|_{H^{j}(\Omega)} h^{j} \quad 0 \leq j \leq k+1  \tag{33}\\
& \left(\nabla \mathbf{v}, P_{h} p-p\right)=0, \quad \forall \mathbf{v} \in V_{h} \tag{34}
\end{align*}
$$

Let $\widehat{P}_{h}$ be the $L^{2}$-projection of $H^{s}\left(\mathcal{T}_{h}\right)$ to $\mathcal{D}_{r}\left(\mathcal{T}_{h}\right)$ defined by,

$$
\begin{equation*}
\left(\widehat{P}_{h} c-c, \psi\right)=0, \quad \forall \psi \in \mathcal{D}_{r}\left(\mathcal{T}_{h}\right) \tag{35}
\end{equation*}
$$

We have,

$$
\begin{equation*}
\left\|\widehat{P}_{h} c-c\right\|_{0} \leq C h^{j}\|c\|_{j} \quad 0 \leq j \leq r+1 \tag{36}
\end{equation*}
$$

Define the interpolation errors for velocity, pressure and concentration as

$$
\begin{align*}
E_{\mathbf{u}}^{I} & =\Pi_{h} \mathbf{u}-\mathbf{u}  \tag{37}\\
E_{p}^{I} & =P_{h} p-p  \tag{38}\\
E_{c}^{I} & =\widehat{P}_{h} c-c \tag{39}
\end{align*}
$$

Define the finite element solution error for velocity, pressure and concentration as

$$
\begin{align*}
E_{\mathbf{u}} & =\mathbf{u}-\mathbf{u}_{h}  \tag{40}\\
E_{p} & =p-p_{h}  \tag{41}\\
E_{c} & =c-c_{h} \tag{42}
\end{align*}
$$

Define the auxiliary error for velocity, pressure and concentration as

$$
\begin{align*}
E_{\mathbf{u}}^{A} & =E_{\mathbf{u}}^{I}+E_{\mathbf{u}}=\Pi_{h} \mathbf{u}-\mathbf{u}_{h}  \tag{43}\\
E_{p}^{A} & =E_{p}^{I}+E_{p}=P_{h} p-p_{h}  \tag{44}\\
E_{c}^{A} & =E_{c}^{I}+E_{c}=\widehat{P}_{h} c-c_{h} \tag{45}
\end{align*}
$$

## 4.2 a priori error estimate for flow subproblem

In this section, we derive the error estimate for the MFE approximation of flow subproblem. We assume that the error of concentration is given.

Theorem 4.1. (Error estimate for flow) Assume that the equations (1), (2) and (3) with boundary conditions (6) through (8) and initial condition (9) has a solution. Also assume the permeability tensor $K$ is invertible and is uniformly positive definite and uniformly bounded above; $\mu(c)$ is uniformly Lipschitz continuous with respect to $c$ and $\mu(c)$ is uniformly bounded below and uniformly bounded above. Let $k$ be the order of Raviart-Thomas space ( $R T_{k}$ ) as defined in above notation subsection.

Then, there exists a constant $C>0$ independent of finite element size $h$ and independent of exact solution $(\mathbf{p}, \mathbf{u}, c)$ such that the following inequality hold for any $t \in\left(0, T_{f}\right]$,

$$
\begin{equation*}
\left\|E_{\mathbf{u}}\right\|_{\left(L^{2}(\Omega)\right)^{d}} \leq C\|\mathbf{u}\|_{\left(L^{\infty}(\Omega)\right)^{d}}\left\|E_{c}\right\|_{L^{2}(\Omega)}+C h^{j}\|\mathbf{u}\|_{\left(H^{j}(\Omega)\right)^{d}} \tag{46}
\end{equation*}
$$

where, $1 \leq j \leq k+1$.
Moreover, we have, for any $t \in\left(0, T_{f}\right]$,

$$
\begin{equation*}
\left\|\nabla \cdot E_{\mathbf{u}}\right\|_{L^{2}(\Omega)} \leq C h^{j}\|\nabla \cdot \mathbf{u}\|_{H^{j}(\Omega)} \tag{47}
\end{equation*}
$$

where, $1 \leq j \leq k+1$.
Proof. It is clear that if $(\mathbf{p}, \mathbf{u}, c)$ is solution of the equations (1), (2) and (3) with boundary conditions (6) through (8) and initial condition (9), then it satisfies the following formulation for any $t \in J$.

$$
\begin{aligned}
& \left(\mu(c) K^{-1} \mathbf{u}, \mathbf{v}\right)-(\nabla \cdot \mathbf{v}, p)=-\left(p_{B}, \mathbf{v} \cdot \nu\right)_{\Gamma_{D}} \quad \forall \mathbf{v} \in V_{k}^{0}\left(\mathcal{T}_{h}\right) \\
& (\nabla \cdot \mathbf{u}, w)=(q, w) \quad \forall w \in W_{k}\left(\mathcal{T}_{h}\right)
\end{aligned}
$$

Subtracting above equations by equations (24) and (25), respectively, we have,

$$
\begin{aligned}
& \left(\mu(c) K^{-1} \mathbf{u}-\mu\left(c_{h}\right) K^{-1} \mathbf{u}_{h}, \mathbf{v}\right)-\left(\nabla \cdot \mathbf{v}, p-p_{h}\right)=0 \quad \forall \mathbf{v} \in V_{k}^{0}\left(\mathcal{T}_{h}\right) \\
& \left(\nabla \cdot\left(\mathbf{u}-\mathbf{u}_{h}\right), w\right)=0 \quad \forall w \in W_{k}\left(\mathcal{T}_{h}\right)
\end{aligned}
$$

or

$$
\begin{array}{rr}
\left(\mu\left(c_{h}\right) K^{-1}\left(\mathbf{u}-\mathbf{u}_{h}\right), \mathbf{v}\right)-\left(\nabla \cdot \mathbf{v}, P_{h} p-p_{h}\right)=\left(\left(\mu\left(c_{h}\right)-\mu(c)\right) K^{-1} \mathbf{u}, \mathbf{v}\right) \\
& \forall \mathbf{v} \in V_{k}^{0}\left(\mathcal{T}_{h}\right) \\
\left(\nabla \cdot\left(\Pi_{h} \mathbf{u}-\mathbf{u}_{h}\right), w\right)=0 \quad \forall w \in W_{k}\left(\mathcal{T}_{h}\right) &
\end{array}
$$

Now, let $\mathbf{v}=E_{\mathbf{u}}^{A}=\Pi_{h} \mathbf{u}-\mathbf{u}_{h}$ and $w=E_{p}^{A}=P_{h} p-p_{h}$, and add above two equations, we have

$$
\begin{equation*}
\left(\mu\left(c_{h}\right) K^{-1} E_{\mathbf{u}}^{A}, E_{\mathbf{u}}^{A}\right)=\left(\left(\mu\left(c_{h}\right)-\mu(c)\right) K^{-1} \mathbf{u}, E_{\mathbf{u}}^{A}\right)+\left(\mu\left(c_{h}\right) K^{-1} E_{\mathbf{u}}^{I}, E_{\mathbf{u}}^{A}\right) \tag{48}
\end{equation*}
$$

Let us bound the left hand side of equation (48) from below:

$$
\left(\mu\left(c_{h}\right) K^{-1} E_{\mathbf{u}}^{A}, E_{\mathbf{u}}^{A}\right) \geq \frac{\mu_{*}}{k^{*}}\left\|E_{\mathbf{u}}^{A}\right\|_{\left(L^{2}(\Omega)\right)^{d}}^{2}
$$

where, we have used the fact that uniform positive definiteness and upper boundedness of $K$ implies the uniform definiteness and upper boundedness of $K^{-1}$ provided $K^{-1}$ exists everywhere. $\mu_{*}>0$ is the positive constant such that $\mu(c) \geq \mu_{*}$ for all $c ; 1 / k^{*}$ is the constant for uniform positive definiteness of $K^{-1}$.

Let us bound the right hand side of equation (48) from above:

$$
\begin{aligned}
\left(\left(\mu\left(c_{h}\right)-\mu(c)\right) K^{-1} \mathbf{u}, E_{\mathbf{u}}^{A}\right) & \leq \frac{1}{k_{*}}\|\mathbf{u}\|_{\left(L^{\infty}(\Omega)\right)^{d}}\left\|\mu\left(c_{h}\right)-\mu(c)\right\|_{L^{2}(\Omega)}\left\|E_{\mathbf{u}}^{A}\right\|_{L^{2}(\Omega)} \\
& \leq \frac{r_{\rho}}{k_{*}}\|\mathbf{u}\|_{\left(L^{\infty}(\Omega)\right)^{d}}\left\|c_{h}-c\right\|_{L^{2}(\Omega)}\left\|E_{\mathbf{u}}^{A}\right\|_{L^{2}(\Omega)} \\
\left(\mu\left(c_{h}\right) K^{-1} E_{\mathbf{u}}^{I}, E_{\mathbf{u}}^{A}\right) & \leq \frac{\mu^{*}}{k_{*}}\left\|E_{\mathbf{u}}^{I}\right\|_{\left(L^{2}(\Omega)\right)^{d}}\left\|E_{\mathbf{u}}^{A}\right\|_{\left(L^{2}(\Omega)\right)^{d}}
\end{aligned}
$$

where, $r_{\rho} \geq 0$ is the Lipschitz constant for $\mu(c)$, i.e. $\left|\mu\left(c_{1}\right)-\mu\left(c_{2}\right)\right| \leq$ $r_{\rho}\left|c_{1}-c_{2}\right| ; \mu^{*}$ is the upper boundedness constant for $\mu(c) ; 1 / k_{*}$ is the upper boundedness constant for $K^{-1}$.

Combining above bounds for the left-hand side and right-hand side, we obtain

$$
\left\|E_{\mathbf{u}}^{A}\right\|_{\left(L^{2}(\Omega)\right)^{d}} \leq \frac{k^{*} r_{\rho}}{k_{*} \mu_{*}}\|\mathbf{u}\|_{\left(L^{\infty}(\Omega)\right)^{d}}\left\|E_{c}\right\|_{L^{2}(\Omega)}+\frac{k^{*} \mu^{*}}{k_{*} \mu_{*}}\left\|E_{\mathbf{u}}^{I}\right\|_{\left(L^{2}(\Omega)\right)^{d}}
$$

Using approximation properties, we have,

$$
\left\|E_{\mathbf{u}}^{A}\right\|_{\left(L^{2}(\Omega)\right)^{d}} \leq C\|\mathbf{u}\|_{\left(L^{\infty}(\Omega)\right)^{d}}\left\|E_{c}\right\|_{L^{2}(\Omega)}+C h^{j}\|\mathbf{u}\|_{\left(H^{j}(\Omega)\right)^{d}}
$$

The first result follows by triangle inequality.
To show the second result, we only need to notice the following equality from error equation,

$$
\nabla \cdot\left(\Pi_{h} \mathbf{u}-\mathbf{u}_{h}\right)=0
$$

The second result follows by using the approximation properties.

## 4.3 a priori error estimate for transport subproblem

Before presenting the error estimate for the transport subproblem, let us study the property of "cut-off" operator $\mathcal{M}$ defined as

$$
\begin{equation*}
\mathcal{M}(\mathbf{u})(x)=\min (|\mathbf{u}(x)|, M) \frac{\mathbf{u}(x)}{|\mathbf{u}(x)|} \tag{49}
\end{equation*}
$$

where, $M$ is a fixed positive real number and $|\mathbf{u}|=|\mathbf{u}|_{2}=\sqrt{\sum_{i=1}^{d}(\mathbf{u})_{i}^{2}}$.
The notation $\mathbf{u}_{h}^{M}$ used in last section is equivalent to $\mathbf{u}_{h}^{M}=\mathcal{M}\left(\mathbf{u}_{h}\right)$. Similarly, we denote $\mathbf{u}^{M}=\mathcal{M}(\mathbf{u})$. The "cut-off" operator $\mathcal{M}$ is uniformly Lipschitz continuous in the following sense.

Lemma 4.2. (Property of operator $\mathcal{M}$ ) The "cut-off" operator $\mathcal{M}$ defined as in equation (49) is uniformly Lipschitz continuous,

$$
\begin{equation*}
\|\mathcal{M}(\mathbf{u})-\mathcal{M}(\mathbf{v})\|_{\left(L^{\infty}(\Omega)\right)^{d}} \leq\|\mathbf{u}-\mathbf{v}\|_{\left(L^{\infty}(\Omega)\right)^{d}} \tag{50}
\end{equation*}
$$

Proof. We notice that for all $x \in \Omega$,

$$
|\mathcal{M}(\mathbf{u})-\mathcal{M}(\mathbf{v})|_{2}(x) \leq|\mathbf{u}-\mathbf{v}|_{2}(x)
$$

which can be shown by separately studying the three cases for fixed $x: 1$ ) $|\mathbf{u}|_{2}(x) \leq M,|\mathbf{v}|_{2}(x) \leq M$; 2) $|\mathbf{u}|_{2}(x) \leq M,|\mathbf{v}|_{2}(x)>M$; 3) $|\mathbf{u}|_{2}(x)>$ $M,|\mathbf{v}|_{2}(x)>M$.

Taking the essential superium on both sides of above equation, we get the result.
Thus we have,

$$
\left|\mathbf{u}_{h}^{M}-\mathbf{u}^{M}\right| \leq\left|\mathbf{u}_{h}-\mathbf{u}\right|
$$

and

$$
\left\|\mathbf{u}_{h}^{M}\right\|_{\left(L^{\infty}(\Omega)\right)^{d}} \leq M
$$

If the exact solution $\mathbf{u}$ is bounded, i.e. $\mathbf{u} \in\left(L^{\infty}(\Omega)\right)^{d}$, we can pick $M$ large enough such that $M \geq\|\mathbf{u}\|_{\left(L^{\infty}(\Omega)\right)^{d}}$, then $\mathbf{u}^{M}=\mathbf{u}$.

Let us state and prove three lemmas for the properties of dispersion/diffusion tensor, which are needed to derive the error estimate for transport subproblem.
Lemma 4.3. (Uniform positive definiteness of $\mathbf{D}(\mathbf{u})$ ) Let $\mathbf{D}(\mathbf{u})$ defined as in equation (4), where, $d_{m}(x) \geq 0, \alpha_{l}(x) \geq 0$ and $\alpha_{t}(x) \geq 0$ are nonnegative functions of $x \in \Omega$.

Then

$$
\begin{equation*}
\mathbf{D}(\mathbf{u}) \nabla c \cdot \nabla c \geq\left(d_{m}+\min \left(\alpha_{l}, \alpha_{t}\right)|\mathbf{u}|\right)|\nabla c|^{2} \tag{51}
\end{equation*}
$$

In particular, if $d_{m}(x) \geq d_{m, *}>0$ uniformly in the domain $\Omega$, then $\mathbf{D}(\mathbf{u})$ is uniformly positive definite and for all $x \in \Omega$, we have,

$$
\begin{equation*}
\mathbf{D}(\mathbf{u}) \nabla c \cdot \nabla c \geq d_{m, *}|\nabla c|^{2} \tag{52}
\end{equation*}
$$

Proof. Notice that

$$
\begin{aligned}
& \mathbf{D}(\mathbf{u}) \nabla c \cdot \nabla c \\
& \quad=d_{m} \nabla c \cdot \nabla c+|\mathbf{u}|\left\{\alpha_{l} \mathbf{E}(\mathbf{u})+\alpha_{t}(\mathbf{I}-\mathbf{E}(\mathbf{u}))\right\} \nabla c \cdot \nabla c \\
& \quad=d_{m}|\nabla c|^{2}+|\mathbf{u}||\nabla c|^{2} \alpha_{l} \cos ^{2}(\theta)+|\mathbf{u}||\nabla c|^{2} \alpha_{t}\left(1-\cos ^{2}(\theta)\right) \\
& \quad \geq\left(d_{m}+\min \left(\alpha_{l}, \alpha_{t}\right)|\mathbf{u}|\right)|\nabla c|^{2}
\end{aligned}
$$

where $\theta$ is the angle between $\mathbf{u}$ and $\nabla c$, i.e.

$$
\cos (\theta)=\frac{\mathbf{u} \cdot \nabla c}{|\mathbf{u}||\nabla c|}
$$

Lemma 4.4. (Uniform Lipschitz continuousness of $\mathbf{D}(\mathbf{u})$ ) Let $\mathbf{D}(\mathbf{u})$ defined as in equation (4), where, $d_{m}(x) \geq 0, \alpha_{l}(x) \geq 0$ and $\alpha_{t}(x) \geq 0$ are nonnegative of domain $x \in \Omega$, and the dispersivity $\alpha_{l}$ and $\alpha_{t}$ is uniformly bounded, i.e. $\alpha_{l}(x) \leq \alpha_{l}^{*}$ and $\alpha_{t}(x) \leq \alpha_{t}^{*}$.

Then

$$
\begin{equation*}
\|\mathbf{D}(\mathbf{u})-\mathbf{D}(\mathbf{v})\|_{\left(L^{2}(\Omega)\right)^{d \times d}} \leq k_{D}\|\mathbf{u}-\mathbf{v}\|_{\left(L^{2}(\Omega)\right)^{d}} \tag{53}
\end{equation*}
$$

where, $k_{D}=\left(4 \alpha_{t}^{*}+3 \alpha_{l}^{*}\right) d^{3 / 2}$ is a fixed number $(d=2$ or 3 is the dimension of domain $\Omega$ ).

Proof. Notice that

$$
\begin{aligned}
& |\mathbf{D}(\mathbf{u})-\mathbf{D}(\mathbf{v})|_{1} \\
& \quad=\sum_{i=1}^{d} \max _{j=1, \cdots, d}\left|(\mathbf{D}(\mathbf{u}))_{i, j}-(\mathbf{D}(\mathbf{u}))_{i, j}\right| \\
& \quad=\sum_{i=1}^{d} \max _{j=1, \cdots, d}\left|\alpha_{t} \delta_{i j}\left(|\mathbf{u}|_{2}-|\mathbf{v}|_{2}\right)+\left(\alpha_{l}-\alpha_{t}\right)\left(\frac{u_{i} u_{j}}{|\mathbf{u}|_{2}}-\frac{v_{i} v_{j}}{|\mathbf{v}|_{2}}\right)\right| \\
& \quad \leq d \alpha_{t} \|\left.\mathbf{u}\right|_{2}-|\mathbf{v}|_{2}|+3 d| \alpha_{l}-\alpha_{t}| | \mathbf{u}-\left.\mathbf{v}\right|_{2} \\
& \quad \leq\left(\alpha_{t}+3\left|\alpha_{l}-\alpha_{t}\right|\right) d|\mathbf{u}-\mathbf{v}|_{2}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
|\mathbf{D}(\mathbf{u})-\mathbf{D}(\mathbf{v})|_{2} & \leq \sqrt{d}|\mathbf{D}(\mathbf{u})-\mathbf{D}(\mathbf{v})|_{1} \\
& \leq\left(\alpha_{t}+3\left|\alpha_{l}-\alpha_{t}\right|\right) d^{3 / 2}|\mathbf{u}-\mathbf{v}|_{2}
\end{aligned}
$$

where, we have used the property of matrix norm: for any matrix $A \in \mathbb{R}^{m \times n}$,

$$
\frac{1}{\sqrt{m}}\|A\|_{1} \leq\|A\|_{2} \leq \sqrt{n}\|A\|_{1}
$$

The result follows by integration.
We need a trace estimate inequality, which is stated in the following Lemma.
Lemma 4.5. Let $\Omega=\prod_{i=1}^{d}\left(0, L_{i}\right)(d=2$, or 3$), \mathcal{T}_{h>0}$ and $H^{s}\left(\mathcal{T}_{h}\right)(s>1 / 2)$ defined as in the notation section. Then there exist a constant $C$ ( $C$ depends only on the domain $\Omega$ ) such that

$$
\sum_{e \subset \partial \Omega}\|\phi\|_{L^{2}(e)}^{2} \leq \sum_{e \in E_{h}} \int_{e}[\phi]^{2}+\varepsilon\|\nabla \phi\|_{0}^{2}+\frac{C}{\varepsilon}\|\phi\|_{0}^{2}
$$

holds for any $\varepsilon \in(0,1)$ and any $\phi \in H^{s}\left(\mathcal{T}_{h}\right)$.
Proof. Denote $\Gamma_{i,+}$ and $\Gamma_{i,-}$ be the boundary faces of domain $\Omega$ such that the unit outward normal vector coincide with the positive and negative $x_{i}$ direction, respectively. That is,

$$
\begin{array}{cc}
\Gamma_{i,+}=\left\{x \in \partial \Omega: \nu(x)=\mathbf{e}_{i}\right\} & i=1, \cdots, d \\
\Gamma_{i,-}=\left\{x \in \partial \Omega: \nu(x)=-\mathbf{e}_{i}\right\} & i=1, \cdots, d
\end{array}
$$

We have,

$$
\overline{\partial \Omega}=\bigcup_{i=1}^{d}\left(\overline{\Gamma_{i,+}} \cup \overline{\Gamma_{i,-}}\right)
$$

Similarly, denote $E_{h, i}$ the set of interior edges (faces) $e$ with the unit normal vector $\nu_{e}$ being the positive or negative $x_{i}$ direction. That is,

$$
E_{h, i}=\left\{e \in E_{h}: \nu_{e}=\mathbf{e}_{i} \text { or } \nu_{e}=-\mathbf{e}_{i}\right\} \quad i=1, \cdots, d
$$

Obviously, $E_{h}=\bigcup_{i=1}^{d} E_{h, i}$.
Define a subspace of $H^{s}\left(\mathcal{T}_{h}\right)$ as

$$
C^{\infty}\left(\mathcal{T}_{h}\right)=\left\{\phi \in L^{2}(\Omega):\left.\phi\right|_{R} \in C^{\infty}(R) \cap H^{s}(R), R \in \mathcal{T}_{h}\right\}
$$

Pick an arbitrary $\phi \in C^{\infty}\left(\mathcal{T}_{h}\right)$, let us bound the term $\|\phi\|_{L^{2}\left(\Gamma_{1,+}\right)}^{2}+\|\phi\|_{L^{2}\left(\Gamma_{1,-}\right)}^{2}$.
Fix a point $\left(0, \zeta_{2}, \cdots, \zeta_{d}\right) \in \Gamma_{1,-}$ such that

$$
\left(0, \zeta_{2}, \cdots, \zeta_{d}\right) \notin \bigcup_{e \in E_{h}} \bar{e}
$$

We know $\left(L_{1}, \zeta_{2}, \cdots, \zeta_{d}\right) \in \Gamma_{1,+}$ and

$$
\left(L_{1}, \zeta_{2}, \cdots, \zeta_{d}\right) \notin \bigcup_{e \in E_{h}} \bar{e}
$$

thus $\phi\left(0, \zeta_{2}, \cdots, \zeta_{d}\right)$ and $\phi\left(L_{1}, \zeta_{2}, \cdots, \zeta_{d}\right)$ have well-defined values.
Define $\phi_{0}$ as the average value:

$$
\phi_{0}=\frac{1}{L_{1}} \int_{0}^{L_{1}} \phi\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{d}\right) d \zeta_{1}
$$

We know there exist at least one value $\chi \in\left(0, L_{1}\right)$ such that,

$$
\phi\left(\chi_{-}, \zeta_{2}, \cdots, \zeta_{d}\right) \leq \phi_{0} \leq \phi\left(\chi_{+}, \zeta_{2}, \cdots, \zeta_{d}\right)
$$

or

$$
\phi\left(\chi_{+}, \zeta_{2}, \cdots, \zeta_{d}\right) \leq \phi_{0} \leq \phi\left(\chi_{-}, \zeta_{2}, \cdots, \zeta_{d}\right)
$$

where, $\phi\left(\chi_{-}, \zeta_{2}, \cdots, \zeta_{d}\right)$ and $\phi\left(\chi_{+}, \zeta_{2}, \cdots, \zeta_{d}\right)$ are understood as

$$
\begin{aligned}
& \phi\left(\chi_{-}, \zeta_{2}, \cdots, \zeta_{d}\right)=\lim _{\delta \rightarrow 0^{+}} \phi\left(\chi-\delta, \zeta_{2}, \cdots, \zeta_{d}\right) \\
& \phi\left(\chi_{+}, \zeta_{2}, \cdots, \zeta_{d}\right)=\lim _{\delta \rightarrow 0^{+}} \phi\left(\chi+\delta, \zeta_{2}, \cdots, \zeta_{d}\right)
\end{aligned}
$$

Integrating $\phi^{2}$ along the line connecting $\left(0, \zeta_{2}, \cdots, \zeta_{d}\right)$ and $\left(\chi, \zeta_{2}, \cdots, \zeta_{d}\right)$ and the line connecting $\left(\chi, \zeta_{2}, \cdots, \zeta_{d}\right)$ and $\left(L_{1}, \zeta_{2}, \cdots, \zeta_{d}\right)$, we find,

$$
\begin{aligned}
& \phi^{2}\left(0, \zeta_{2}, \cdots, \zeta_{d}\right)+\phi^{2}\left(L_{1}, \zeta_{2}, \cdots, \zeta_{d}\right) \\
\leq & 2 \phi_{0}^{2}+\int_{0}^{L_{1}}\left|\frac{\partial}{\partial \zeta_{1}} \phi^{2}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{d}\right)\right| d \zeta_{1} \\
& +\sum_{\zeta \in\left(0, L_{1}\right)}\left|\phi^{2}\left(\zeta_{+}, \zeta_{2}, \cdots, \zeta_{d}\right)-\phi^{2}\left(\zeta_{-}, \zeta_{2}, \cdots, \zeta_{d}\right)\right|
\end{aligned}
$$

but,

$$
\begin{aligned}
& \int_{0}^{L_{1}}\left|\frac{\partial}{\partial \zeta_{1}} \phi^{2}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{d}\right)\right| d \zeta_{1} \\
= & 2 \int_{0}^{L_{1}}\left|\phi\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{d}\right) \phi_{\zeta_{1}}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{d}\right)\right| d \zeta_{1} \\
\leq & 2\left(\int_{0}^{L_{1}} \phi^{2}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{d}\right) d \zeta_{1} \int_{0}^{L_{1}} \phi_{\zeta_{1}}^{2}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{d}\right) d \zeta_{1}\right)^{1 / 2} \\
\leq & \frac{1}{\varepsilon} \int_{0}^{L_{1}} \phi^{2}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{d}\right) d \zeta_{1}+\varepsilon \int_{0}^{L_{1}} \phi_{\zeta_{1}}^{2}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{d}\right) d \zeta_{1} \\
& 2 \phi_{0}^{2} \leq \frac{2}{L_{1}} \int_{0}^{L_{1}} \phi^{2}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{d}\right) d \zeta_{1}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \phi^{2}\left(0, \zeta_{2}, \cdots, \zeta_{d}\right)+\phi^{2}\left(L_{1}, \zeta_{2}, \cdots, \zeta_{d}\right) \\
\leq & \left(\frac{2}{L_{1}}+\frac{1}{\varepsilon}\right) \int_{0}^{L_{1}} \phi^{2}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{d}\right) d \zeta_{1}+\varepsilon \int_{0}^{L_{1}} \phi_{\zeta_{1}}^{2}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{d}\right) d \zeta_{1} \\
& +\sum_{\zeta \in\left(0, L_{1}\right)}\left|\phi^{2}\left(\zeta_{+}, \zeta_{2}, \cdots, \zeta_{d}\right)-\phi^{2}\left(\zeta_{-}, \zeta_{2}, \cdots, \zeta_{d}\right)\right|
\end{aligned}
$$

Notice that above inequality holds for a.e. $\left(\zeta_{2}, \cdots, \zeta_{d}\right) \in \prod_{i=2}^{d}\left(0, L_{i}\right)$. Now integrating above inequality on $\int_{0}^{L_{2}} d \zeta_{2} \cdots \int_{0}^{L_{d}} d \zeta_{d}$, we have

$$
\|\phi\|_{L^{2}\left(\Gamma_{1,-}\right)}^{2}+\|\phi\|_{L^{2}\left(\Gamma_{1,+}\right)}^{2} \leq\left(\frac{2}{L_{1}}+\frac{1}{\varepsilon}\right)\|\phi\|_{0}^{2}+\varepsilon\left\|\phi_{\zeta_{1}}\right\|_{0}^{2}+\sum_{e \in E_{h, 1}} \int_{e}[\phi]^{2}
$$

Similarly, for $i=1, \cdots, d$, we can have

$$
\|\phi\|_{L^{2}\left(\Gamma_{i,-}\right)}^{2}+\|\phi\|_{L^{2}\left(\Gamma_{i,+}\right)}^{2} \leq\left(\frac{2}{L_{i}}+\frac{1}{\varepsilon}\right)\|\phi\|_{0}^{2}+\varepsilon\left\|\phi_{\zeta_{i}}\right\|_{0}^{2}+\sum_{e \in E_{h, i}} \int_{e}[\phi]^{2}
$$

Summing above inequality for $i=1, \cdots, d$, we obtain,

$$
\sum_{e \subset \partial \Omega}\|\phi\|_{L^{2}(e)}^{2} \leq \sum_{e \in E_{h}} \int_{e}[\phi]^{2}+\varepsilon\|\nabla \phi\|_{0}^{2}+\left(\frac{d}{\varepsilon}+\sum_{i=1}^{d} \frac{2}{L_{i}}\right)\|\phi\|_{0}^{2}
$$

Let

$$
C=d+\sum_{i=1}^{d} \frac{2}{L_{i}}
$$

$C$ is fixed constant depending only on the size of domain $\Omega$.
Notice that $\frac{d}{\varepsilon}+\sum_{i=1}^{d} \frac{2}{L_{i}} \leq \frac{C}{\varepsilon}$ for any $\varepsilon \in(0,1)$, we obtain that

$$
\sum_{e \subset \partial \Omega}\|\phi\|_{L^{2}(e)}^{2} \leq \sum_{e \in E_{h}} \int_{e}[\phi]^{2}+\varepsilon\|\nabla \phi\|_{0}^{2}+\frac{C}{\varepsilon}\|\phi\|_{0}^{2}
$$

holds for any $\varepsilon \in(0,1)$ and any $\phi \in C^{\infty}\left(\mathcal{T}_{h}\right)$.
Using the fact that $C^{\infty}\left(\mathcal{T}_{h}\right)$ is dense in $H^{s}\left(\mathcal{T}_{h}\right)$, the lemma follows by density argument.
Now, we can obtain the error estimate for transport subproblem. Let us first derive the error equation without any assumptions.

It is clear that if $(\mathbf{p}, \mathbf{u}, c)$ is solution of the equations (1), (2) and (3) with boundary conditions (6) through (8) and initial condition (9), then it satisfies the following formulation for any $t \in J$.

$$
\left(\phi \frac{\partial c}{\partial t}, \psi\right)+B(c, \psi ; \mathbf{u})=L(\psi ; \mathbf{u}) \quad \forall \psi \in \mathcal{D}_{r}\left(\mathcal{T}_{h}\right)
$$

Denote $\widehat{c}=\widehat{P_{h}} c$ and $\widehat{\mathbf{u}}=\Pi_{h} \mathbf{u}$. Notice that $[\widehat{c}-c]=[\widehat{c}]$ on any interior edge (face) $e \in E_{h}$ and that $\mathbf{u}^{M}=\mathbf{u}$ if we picked $M$ large enough, then above equation can be written as, $\forall \psi \in \mathcal{D}_{r}\left(\mathcal{T}_{h}\right)$,

$$
\left(\phi \frac{\partial \widehat{c}}{\partial t}, \psi\right)+\sum_{R \in \mathcal{T}_{h}} \int_{R}\left(\mathbf{D}\left(\mathbf{u}_{h}^{M}\right) \nabla \widehat{c}\right) \cdot \nabla \psi+J_{0}^{\sigma, \beta}(\widehat{c}, \psi)
$$

$$
\begin{aligned}
= & \sum_{R \in \mathcal{T}_{h}} \int_{R} \widehat{c} \mathbf{u}_{h}^{M} \cdot \nabla \psi+\sum_{e \in E_{h}} \int_{e}\left\langle\mathbf{D}\left(\mathbf{u}_{h}^{M}\right) \nabla \widehat{c} \cdot \nu_{e}\right\rangle[\psi] \\
& -\sum_{e \in E_{h}} \int_{e}\left\langle\mathbf{D}\left(\mathbf{u}_{h}^{M}\right) \nabla \psi \cdot \nu_{e}\right\rangle[\widehat{c}]-\sum_{e \in E_{h}} \int_{e} \widehat{c}^{*} \mathbf{u}_{h}^{M} \cdot \nu_{e}[\psi]-\sum_{e \in E_{h, o u t}} \int_{e} \widehat{\mathbf{c}} \mathbf{u}_{h}^{M} \cdot \nu_{e} \psi \\
& +\int_{\Omega} \widehat{c} q^{-} \psi+\int_{\Omega} c_{w} q^{+} \psi-\sum_{e \in E_{h, i n}} \int_{e} c_{B} \mathbf{u}_{h}^{M} \cdot \nu_{e} \psi+\left(\phi \frac{\partial \widehat{c}-c}{\partial t}, \psi\right) \\
& +\sum_{R \in \mathcal{T}_{h}} \int_{R}\left(\mathbf{D}\left(\mathbf{u}_{h}^{M}\right)-\mathbf{D}\left(\mathbf{u}^{M}\right)\right) \nabla \widehat{c} \cdot \nabla \psi+\sum_{R \in \mathcal{T}_{h}} \int_{R} \mathbf{D}\left(\mathbf{u}^{M}\right) \nabla(\widehat{c}-c) \cdot \nabla \psi \\
& +J_{0}^{\sigma, \beta}(\widehat{c}-c, \psi)-\sum_{R \in \mathcal{T}_{h}} \int_{R} \widehat{c}\left(\mathbf{u}_{h}^{M}-\mathbf{u}^{M}\right) \cdot \nabla \psi \\
& -\sum_{R \in \mathcal{T}_{h}} \int_{R}(\widehat{c}-c) \mathbf{u}^{M} \cdot \nabla \psi-\sum_{e \in E_{h}} \int_{e}\left\langle\left(\mathbf{D}\left(\mathbf{u}_{h}^{M}\right)-\mathbf{D}\left(\mathbf{u}^{M}\right)\right) \nabla \widehat{c} \cdot \nu_{e}\right\rangle[\psi] \\
& -\sum_{e \in E_{h}} \int_{e}\left\langle\mathbf{D}\left(\mathbf{u}^{M}\right) \nabla(\widehat{c}-c) \cdot \nu_{e}\right\rangle[\psi]+\sum_{e \in E_{h}} \int_{e}\left\langle\mathbf{D}\left(\mathbf{u}_{h}^{M}\right) \nabla \psi \cdot \nu_{e}\right\rangle[\widehat{c}-c] \\
& +\sum_{e \in E_{h}} \int_{e} \widehat{c}^{*}\left(\mathbf{u}_{h}^{M}-\mathbf{u}^{M}\right) \cdot \nu_{e}[\psi]+\sum_{e \in E_{h}} \int_{e}(\widehat{c}-c)^{*} \mathbf{u}^{M} \cdot \nu_{e}[\psi] \\
& +\sum_{e \in E_{h, o u t}} \int \widehat{e}\left(\mathbf{u}_{h}^{M}-\mathbf{u}^{M}\right) \cdot \nu_{e} \psi+\sum_{e \in E_{h, o u t}} \int_{e}(\widehat{c}-c) \mathbf{u}^{M} \cdot \nu_{e} \psi \\
& -\int_{\Omega}(\widehat{c}-c) q^{-} \psi+\sum_{e \in E_{h, i n}} \int c_{B}\left(\mathbf{u}_{h}^{M}-\mathbf{u}^{M}\right) \cdot \nu_{e} \psi
\end{aligned}
$$

Subtracting above equation by equation (26) and set $\psi=E_{c}^{A}$, we have,

$$
\begin{align*}
& \left(\phi \frac{\partial E_{c}^{A}}{\partial t}, E_{c}^{A}\right)+\sum_{R \in \mathcal{T}_{h}} \int_{R}\left(\mathbf{D}\left(\mathbf{u}_{h}^{M}\right) \nabla E_{c}^{A}\right) \cdot \nabla E_{c}^{A}+J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)  \tag{54}\\
= & \sum_{R \in \mathcal{T}_{h}} \int_{R} E_{c}^{A} \mathbf{u}_{h}^{M} \cdot \nabla E_{c}^{A}-\sum_{e \in E_{h}} \int_{e}\left(E_{c}^{A}\right)^{*} \mathbf{u}_{h}^{M} \cdot \nu_{e}\left[E_{c}^{A}\right] \\
& -\sum_{e \in E_{h, \text { out }}} \int_{e} E_{c}^{A} \mathbf{u}_{h}^{M} \cdot \nu_{e} E_{c}^{A}+\int_{\Omega} E_{c}^{A} q^{-} E_{c}^{A}+\sum_{i=1}^{15} T_{i}
\end{align*}
$$

where,

$$
\begin{aligned}
T_{1} & =\left(\phi \frac{\partial \widehat{c}-c}{\partial t}, E_{c}^{A}\right) \\
T_{2} & =\sum_{R \in \mathcal{T}_{h}} \int_{R}\left(\mathbf{D}\left(\mathbf{u}_{h}^{M}\right)-\mathbf{D}\left(\mathbf{u}^{M}\right)\right) \nabla \widehat{c} \cdot \nabla E_{c}^{A} \\
T_{3} & =\sum_{R \in \mathcal{T}_{h}} \int_{R} \mathbf{D}\left(\mathbf{u}^{M}\right) \nabla(\widehat{c}-c) \cdot \nabla E_{c}^{A} \\
T_{4} & =J_{0}^{\sigma, \beta}\left(\widehat{c}-c, E_{c}^{A}\right) \\
T_{5} & =-\sum_{R \in \mathcal{T}_{h}} \int_{R} \widehat{c}\left(\mathbf{u}_{h}^{M}-\mathbf{u}^{M}\right) \cdot \nabla E_{c}^{A} \\
T_{6} & =-\sum_{R \in \mathcal{T}_{h}} \int_{R}(\widehat{c}-c) \mathbf{u}^{M} \cdot \nabla E_{c}^{A} \\
T_{7} & =-\sum_{e \in E_{h}} \int_{e}\left\langle\left(\mathbf{D}\left(\mathbf{u}_{h}^{M}\right)-\mathbf{D}\left(\mathbf{u}^{M}\right)\right) \nabla \widehat{c} \cdot \nu_{e}\right\rangle\left[E_{c}^{A}\right] \\
T_{8} & =-\sum_{e \in E_{h}} \int_{e}\left\langle\mathbf{D}\left(\mathbf{u}^{M}\right) \nabla(\widehat{c}-c) \cdot \nu_{e}\right\rangle\left[E_{c}^{A}\right] \\
T_{9} & =\sum_{e \in E_{h}} \int_{e}\left\langle\mathbf{D}\left(\mathbf{u}_{h}^{M}\right) \nabla E_{c}^{A} \cdot \nu_{e}\right\rangle[\widehat{c}-c] \\
T_{10} & =\sum_{e \in E_{h}} \int_{e} \widehat{c}^{*}\left(\mathbf{u}_{h}^{M}-\mathbf{u}^{M}\right) \cdot \nu_{e}\left[E_{c}^{A}\right] \\
T_{11} & =\sum_{e \in E_{h}} \int_{e}(\widehat{c}-c)^{*} \mathbf{u}^{M} \cdot \nu_{e}\left[E_{c}^{A}\right] \\
T_{12} & =\sum_{e \in E_{h, o u t}} \int_{e} \widehat{\mathbf{c}}\left(\mathbf{u}_{h}^{M}-\mathbf{u}^{M}\right) \cdot \nu_{e} E_{c}^{A} \\
T_{13} & =\sum_{e \in E_{h, o u t}} \int_{e}(\widehat{c}-c) \mathbf{u}^{M} \cdot \nu_{e} E_{c}^{A} \\
T_{14} & =-\int_{\Omega}(\widehat{c}-c) q^{-} E_{c}^{A} \\
T_{15} & =\sum_{e \in E_{h, i n}} \int_{e} c_{B}\left(\mathbf{u}_{h}^{M}-\mathbf{u}^{M}\right) \cdot \nu_{e} E_{c}^{A}
\end{aligned}
$$

The above error equation is difficult to analyze in general boundary condition and we thus assume that only Neumann boundary condition for flow subproblem
is used. In this way, we can know the normal velocity on the boundary by exact value. The boundary condition for transport problem can still be either inflow or outflow/noflow.

Theorem 4.6. (Error estimate for transport) Assume that the equations (1), (2) and (3) with boundary conditions (6) through (8) and initial condition (9) has a solution. Assume that only Neumann boundary condition is imposed for flow subproblem; the exact solution $\mathbf{u}$ and $c$ are smooth enough:

$$
\begin{gather*}
\mathbf{u} \in C_{B}\left(\bar{\Omega} \times\left(0, T_{f}\right]\right) \bigcap L^{\infty}\left(\left(0, T_{f}\right], H^{l+\frac{1}{2}}(\Omega)\right)  \tag{55}\\
c \in C_{B}\left(\left(0, T_{f}\right], W^{1, \infty}(\Omega)\right) \bigcap L^{2}\left(\left(0, T_{f}\right], H^{m}(\Omega)\right) \tag{56}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\partial c}{\partial t} \in L^{2}\left(\left(0, T_{f}\right], H^{n}(\Omega)\right) \tag{57}
\end{equation*}
$$

We also assume that porosity $\phi$ is time-dependent and is uniformly bounded below and above; the parameter $\beta$ in interior penalty term for $D G$ formulation is assume to be $\beta=1$; the extraction part of source term satisfies $q^{-} \in$ $\left(\Pi_{R \in T_{h}} W^{s, 1}(R)\right)^{\prime}$ for all of the partitions $\mathcal{T}_{h}$ used, where $0 \leq s<1$ (see remark 4.7 for the explanation of this assumption). Assume $M$ is picked large enough such that $M \geq\|\mathbf{u}\|_{\left(L^{\infty}(\Omega)\right)^{d}}$ for all $t \in\left(0, T_{f}\right]$.

Then, there exist a constant $C>0$ independent of finite element size $h$ and a constant $h_{0}>0$ such that the following inequality hold for any $\tau \in\left(0, T_{f}\right]$ and for any $h \leq h_{0}$,

$$
\begin{align*}
& \left\|E_{c}\right\|_{0}^{2}(\tau)+\int_{0}^{\tau}\left\|\nabla E_{c}\right\|_{0}^{2}(t) d t  \tag{58}\\
\leq & C \int_{0}^{\tau}\left\|E_{c}\right\|_{0}^{2}+C \int_{0}^{\tau}\left\|E_{\mathbf{u}}\right\|_{\left(L^{2}(\Omega)\right)^{d}}^{2}+C h^{\min (2 k+2,2 l, 2 r, 2 m-2,2 n)}
\end{align*}
$$

where, $k \geq 0, r \geq 1$ are the order of Raviart-Thomas space and discontinuous space, respectively, defined in above notation subsection; $l, m, n$ describe the regularity order of solution $\mathbf{u}, c, \partial c / \partial t$ respectively, as defined in equations (55), (56) and (57).

Proof. Let us first relax the assumption $\beta=1$ for a while so that we can also show that $\beta=1$ is indeed the optimal choice for the value of parameter $\beta$. Using the lemma (4.3), let us bound the left hand side of the error equation (54) from below,

$$
\begin{aligned}
& \left(\phi \frac{\partial E_{c}^{A}}{\partial t}, E_{c}^{A}\right)+\sum_{R \in \mathcal{T}_{h}} \int_{R}\left(\mathbf{D}\left(\mathbf{u}_{h}^{M}\right) \nabla E_{c}^{A}\right) \cdot \nabla E_{c}^{A}+J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right) \\
\geq & \frac{1}{2} \frac{\partial}{\partial t}\left\|\sqrt{\phi} E_{c}^{A}\right\|_{0}^{2}+d_{m, *}\left\|\nabla E_{c}^{A}\right\|_{0}^{2}+J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)
\end{aligned}
$$

where, we have used the uniform positive definiteness of the dispersion/diffusion tensor from Lemma (4.3).
Let us bound from above the right hand side of the error equation (54).
The first term is straightforward.

$$
\begin{aligned}
\sum_{R \in \mathcal{T}_{h}} \int_{R} E_{c}^{A} \mathbf{u}_{h}^{M} \cdot \nabla E_{c}^{A} & \leq M \sum_{R \in \mathcal{T}_{h}} \int_{R}\left|E_{c}^{A}\right|\left|\nabla E_{c}^{A}\right| \\
& \leq M \sum_{R \in \mathcal{T}_{h}}\left\|E_{c}^{A}\right\|_{L^{2}(R)}\left\|\nabla E_{c}^{A}\right\|_{\left(L^{2}(R)\right)^{d}} \\
& \leq \frac{C}{\varepsilon} \sum_{R \in \mathcal{T}_{h}}\left\|E_{c}^{A}\right\|_{L^{2}(R)}^{2}+\varepsilon \sum_{R \in \mathcal{T}_{h}}\left\|\nabla E_{c}^{A}\right\|_{\left(L^{2}(R)\right)^{d}}^{2} \\
& =\frac{C}{\varepsilon}\left\|E_{c}^{A}\right\|_{0}^{2}+\varepsilon\left\|\nabla E_{c}^{A}\right\|_{0}^{2}
\end{aligned}
$$

where, $\varepsilon$ is a small positive constant.
The second term is a little tricky.

$$
\begin{aligned}
&-\sum_{e \in E_{h}} \int_{e}\left(E_{c}^{A}\right)^{*} \mathbf{u}_{h}^{M} \cdot \nu_{e}\left[E_{c}^{A}\right] \\
& \leq M\left|\sum_{e \in E_{h}} \int_{e}\left(E_{c}^{A}\right)^{*}\left[E_{c}^{A}\right]\right| \\
& \leq M \sum_{e \in E_{h}}\left\|\left(E_{c}^{A}\right)^{*}\right\|_{L^{2}(e)}^{2}\left\|\left[E_{c}^{A}\right]\right\|_{L^{2}(e)}^{2} \\
& \leq M \sum_{e \in E_{h}}\left(\frac{\varepsilon}{M} \frac{\sigma_{e}}{h_{e}^{\beta}}\left\|\left[E_{c}^{A}\right]\right\|_{L^{2}(e)}^{2}+\frac{C h_{e}^{\beta}}{\varepsilon}\left\|\left(E_{c}^{A}\right)^{*}\right\|_{L^{2}(e)}^{2}\right) \\
& \leq \varepsilon J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\frac{C h^{\beta}}{\varepsilon} \sum_{R \in \mathcal{T}_{h}} h^{-1}\left\|E_{c}^{A}\right\|_{L^{2}(R)}^{2} \\
& \leq \varepsilon J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\frac{C}{\varepsilon}\left\|E_{c}^{A}\right\|_{0}^{2}
\end{aligned}
$$

where, we have used the assumption $\beta \geq 1$.
The third term can be bounded by using Lemma (4.5).

$$
\begin{aligned}
-\sum_{e \in E_{h, \text { out }}} \int_{e} E_{c}^{A} \mathbf{u}_{h}^{M} \cdot \nu_{e} E_{c}^{A} & \leq M \sum_{e \in E_{h, \text { out }}}\left\|E_{c}^{A}\right\|_{L^{2}(e)}^{2} \\
& \leq \frac{M h^{\beta}}{\sigma_{*}} J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\varepsilon\left\|\nabla E_{c}^{A}\right\|_{0}^{2}+\frac{C}{\varepsilon}\left\|E_{c}^{A}\right\|_{0}^{2}
\end{aligned}
$$

The fourth term comes from the extraction wells, and it can be bounded as follows.

$$
\begin{aligned}
\int_{\Omega} E_{c}^{A} q^{-} E_{c}^{A} & \leq\left\|q^{-}\right\|_{\left(\Pi_{R \in T_{h}} W^{s, 1}(R)\right)^{\prime}} \sum_{R \in \mathcal{T}_{h}}\left\|\left(E_{c}^{A}\right)^{2}\right\|_{W^{s, 1}(R)} \\
& \leq C \sum_{R \in \mathcal{T}_{h}}\left\|E_{c}^{A}\right\|_{H^{s}(R)}^{2} \leq C \sum_{R \in \mathcal{T}_{h}}\left\|E_{c}^{A}\right\|_{L^{2}(R)}^{2(1-s)}\left\|E_{c}^{A}\right\|_{H^{1}(R)}^{2 s} \\
& \leq \sum_{R \in \mathcal{T}_{h}}\left(\frac{C}{\varepsilon^{s /(1-s)}}\left\|E_{c}^{A}\right\|_{L^{2}(R)}^{2}+\varepsilon\left\|E_{c}^{A}\right\|_{H^{1}(R)}^{2}\right) \\
& \leq \frac{C}{\varepsilon^{s /(1-s)}}\left\|E_{c}^{A}\right\|_{0}^{2}+\varepsilon\left\|\nabla E_{c}^{A}\right\|_{0}^{2}
\end{aligned}
$$

where, we have used the fact,

$$
a^{1-s} b^{s} \leq\left(\frac{a}{\varepsilon^{\frac{s}{1-s}}}+b \varepsilon\right) \quad a>0 \quad b>0 \quad 0 \leq s<1
$$

Now let us bound the terms $T_{1}$ through $T_{15}$.

$$
\begin{aligned}
T_{1} & \leq \phi^{*}\left\|\frac{\partial E_{c}^{I}}{\partial t}\right\|_{L^{2}(\Omega)}\left\|E_{c}^{A}\right\|_{L^{2}(\Omega)} \leq \frac{\phi^{*}}{2}\left\|\frac{\partial E_{c}^{I}}{\partial t}\right\|_{L^{2}(\Omega)}^{2}+\frac{\phi^{*}}{2}\left\|E_{c}^{A}\right\|_{L^{2}(\Omega)}^{2} \\
T_{2} & \leq\|\nabla \widehat{c}\|_{\left(L^{\infty}(\Omega)\right)^{3}} \sum_{R \in \mathcal{T}_{h}}\left\|\mathbf{D}\left(\mathbf{u}_{h}^{M}\right)-\mathbf{D}\left(\mathbf{u}^{M}\right)\right\|_{\left(L^{2}(R)\right)^{d \times d}}\left\|\nabla E_{c}^{A}\right\|_{\left(L^{2}(R)\right)^{d}} \\
& \leq C\|\nabla c\|_{\left(L^{\infty}(\Omega)\right)^{3}} \sum_{R \in \mathcal{T}_{h}}\left\|\mathbf{u}_{h}^{M}-\mathbf{u}^{M}\right\|_{\left(L^{2}(R)\right)^{d}}\left\|\nabla E_{c}^{A}\right\|_{\left(L^{2}(R)\right)^{d}} \\
& \leq \sum_{R \in \mathcal{T}_{h}}\left(\frac{C}{\varepsilon}\left\|E_{\mathbf{u}}\right\|_{\left(L^{2}(R)\right)^{d}}^{2}+\varepsilon\left\|\nabla E_{c}^{A}\right\|_{\left(L^{2}(R)\right)^{d}}^{2}\right) \\
& \leq \frac{C}{\varepsilon}\left\|E_{\mathbf{u}}\right\|_{\left(L^{2}(\Omega)\right)^{d}}^{2}+\varepsilon\left\|\nabla E_{c}^{A}\right\|_{0}^{2}
\end{aligned}
$$

where, we have used the facts of $\|\nabla \widehat{c}\|_{\left(L^{\infty}(\Omega)\right)^{3}} \leq C\|\nabla c\|_{\left(L^{\infty}(\Omega)\right)^{3}} \leq C$ and Lemmas (4.2) and (4.4) for bounding the term $T_{2}$.

$$
\begin{aligned}
T_{3} & \leq C \sum_{R \in \mathcal{T}_{h}} \int_{R} \nabla E_{c}^{I} \cdot \nabla E_{c}^{A} \\
& \leq \sum_{R \in \mathcal{T}_{h}}\left(\frac{C}{\varepsilon}\left\|\nabla E_{c}^{I}\right\|_{\left(L^{2}(R)\right)^{d}}^{2}+\varepsilon\left\|\nabla E_{c}^{A}\right\|_{\left(L^{2}(R)\right)^{d}}^{2}\right) \\
& \leq \frac{C}{\varepsilon}\left\|\nabla E_{c}^{I}\right\|_{0}^{2}+\varepsilon\left\|\nabla E_{c}^{A}\right\|_{0}^{2} \\
T_{4} & =\sum_{e \in E_{h}} \frac{\sigma_{e}}{h_{e}^{\beta}} \int_{e}\left[E_{c}^{I}\right]\left[E_{c}^{A}\right] \\
& \leq \sum_{e \in E_{h}} \frac{\sigma_{e}}{h_{e}^{\beta}}\left(\varepsilon\left\|\left[E_{c}^{A}\right]\right\|_{L^{2}(e)}^{2}+\frac{C}{\varepsilon}\left\|\left[E_{c}^{I}\right]\right\|_{L^{2}(e)}^{2}\right) \\
& \leq \varepsilon J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\frac{C}{\varepsilon h^{\beta}} \sum_{e \in E_{h}}\left\|\left[E_{c}^{I}\right]\right\|_{L^{2}(e)}^{2} \\
& \leq \varepsilon J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\frac{C}{\varepsilon h^{\beta}} \sum_{R \in \mathcal{T}_{h}}\left(h^{-1}\left\|E_{c}^{I}\right\|_{L^{2}(R)}^{2}+h\left\|\nabla E_{c}^{I}\right\|_{\left(L^{2}(R)\right)^{d}}^{2}\right) \\
& \leq \varepsilon J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\frac{C}{\varepsilon h^{\beta+1}}\left\|E_{c}^{I}\right\|_{0}^{2}+\frac{C}{\varepsilon h^{\beta-1}}\left\|\nabla E_{c}^{I}\right\|_{0}^{2}
\end{aligned}
$$

$T_{5}$ can be bounded similarly as the term $T_{3}$,

$$
\begin{aligned}
T_{5} & \leq\|\widehat{c}\|_{L^{\infty}(\Omega)} \sum_{R \in \mathcal{T}_{h}}\left\|\mathbf{u}_{h}^{M}-\mathbf{u}^{M}\right\|_{\left(L^{2}(R)\right)^{d}}\left\|\nabla E_{c}^{A}\right\|_{\left(L^{2}(R)\right)^{d}} \\
& \leq \frac{C}{\varepsilon}\left\|E_{\mathbf{u}}\right\|_{\left(L^{2}(\Omega)\right)^{d}}^{2}+\varepsilon\left\|\nabla E_{c}^{A}\right\|_{0}^{2}
\end{aligned}
$$

where, we have used that fact $\|\widehat{c}\|_{L^{\infty}(\Omega)} \leq C\|c\|_{L^{\infty}(\Omega)} \leq C$.

$$
\begin{aligned}
T_{6} & \leq M \sum_{R \in \mathcal{T}_{h}}\left\|E_{c}^{I}\right\|_{L^{2}(R)}^{2}\left\|\nabla E_{c}^{A}\right\|_{\left(L^{2}(R)\right)^{d}}^{2} \\
& \leq \sum_{R \in \mathcal{T}_{h}}\left(\frac{C}{\varepsilon}\left\|E_{c}^{I}\right\|_{L^{2}(R)}^{2}+\varepsilon\left\|\nabla E_{c}^{A}\right\|_{\left(L^{2}(R)\right)^{d}}^{2}\right) \\
& \leq \frac{C}{\varepsilon}\left\|E_{c}^{I}\right\|_{0}^{2}+\varepsilon\left\|\nabla E_{c}^{A}\right\|_{0}^{2}
\end{aligned}
$$

The term $T_{7}$ is quite tricky,

$$
\begin{aligned}
T_{7}= & \|\nabla \widehat{c}\|_{\left(L^{\infty}(\Omega)\right)^{d}} \sum_{e \in E_{h}}\left\|\mathbf{D}\left(\mathbf{u}_{h}^{M}\right)-\mathbf{D}\left(\mathbf{u}^{M}\right)\right\|_{\left(L^{2}(e)\right)^{d \times d}}\left\|\left[E_{c}^{A}\right]\right\|_{L^{2}(e)} \\
\leq & \sum_{e \in E_{h}}\left(\varepsilon \frac{\sigma_{e}}{h_{e}^{\beta}}\left\|\left[E_{c}^{A}\right]\right\|_{L^{2}(e)}^{2}+\frac{C h^{\beta}}{\varepsilon}\left\|\mathbf{D}\left(\mathbf{u}_{h}^{M}\right)-\mathbf{D}\left(\mathbf{u}^{M}\right)\right\|_{\left(L^{2}(e)\right)^{d \times d}}^{2}\right) \\
\leq & \varepsilon J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\frac{C h^{\beta}}{\varepsilon} \sum_{e \in E_{h}}\left\|\mathbf{u}_{h}-\mathbf{u}\right\|_{\left(L^{2}(e)\right)^{d}}^{2} \\
\leq & \varepsilon J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\frac{C h^{\beta}}{\varepsilon} \sum_{e \in E_{h}}\left\|\mathbf{u}_{h}-\widehat{\mathbf{u}}\right\|_{\left(L^{2}(e)\right)^{d}}^{2} \\
& +\frac{C h^{\beta}}{\varepsilon} \sum_{e \in E_{h}}\left\|\widehat{\mathbf{u}}-\mathbf{u}_{h}\right\|_{\left(L^{2}(e)\right)^{d}}^{2} \\
\leq & \varepsilon J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\frac{C h^{\beta-1}}{\varepsilon} \sum_{R \in \mathcal{T}_{h}}\left\|\mathbf{u}_{h}-\widehat{\mathbf{u}}\right\|_{\left(L^{2}(R)\right)^{d}}^{2} \\
& +\frac{C}{\varepsilon} h^{\min (2 k+\beta+1,2 l+\beta-1)} \\
\leq & \varepsilon J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\frac{C h^{\beta-1}}{\varepsilon} \sum_{R \in \mathcal{T}_{h}}\left(\left\|E_{\mathbf{u}}\right\|_{\left(L^{2}(R)\right)^{d}}^{2}+\left\|E_{\mathbf{u}}^{I}\right\|_{\left(L^{2}(R)\right)^{d}}^{2}\right) \\
\leq & \varepsilon J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\frac{C h^{\beta-1}}{\varepsilon}\left\|E_{\mathbf{u}}\right\|_{\left(L^{2}(\Omega)\right)^{d}}^{2}+\frac{C}{\varepsilon} h^{\min (2 k+\beta+1,2 l+\beta-1)}
\end{aligned}
$$

where, we have used the facts of $\|\nabla \widehat{c}\|_{\left(L^{\infty}(\Omega)\right)^{d}} \leq C\|\nabla c\|_{\left(L^{\infty}(\Omega)\right)^{d}} \leq C$ and the approximation properties for $\mathbf{u}$.

The boundedness of $T_{8}$ can be shown by using penalty term,

$$
\begin{aligned}
T_{8} & \leq C \sum_{e \in E_{h}}\|\nabla(\widehat{c}-c)\|_{\left(L^{2}(e)\right)^{d}}\left\|\left[E_{c}^{A}\right]\right\|_{L^{2}(e)} \\
& \leq \varepsilon J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\frac{C}{\varepsilon} h^{\beta-1}\left\|\nabla E_{c}^{I}\right\|_{0}^{2}
\end{aligned}
$$

$$
\begin{aligned}
T_{9} & \leq C \sum_{e \in E_{h}}\left\|\nabla E_{c}^{A}\right\|_{\left(L^{2}(e)\right)^{d}}\|[\hat{c}-c]\|_{L^{2}(e)} \\
& \leq \varepsilon\left\|\nabla E_{c}^{A}\right\|_{0}^{2}+\frac{C}{\varepsilon h^{2}}\left\|E_{c}^{I}\right\|_{0}^{2}+\frac{C}{\varepsilon}\left\|\nabla E_{c}^{I}\right\|_{0}^{2}
\end{aligned}
$$

The term $T_{10}$ is similar as $T_{7}$

$$
\begin{aligned}
T_{10} & \leq\|\widehat{c}\|_{L^{\infty}(\Omega)} \sum_{e \in E_{h}}\left\|\mathbf{u}_{h}-\mathbf{u}\right\|_{\left(L^{2}(e)\right)^{d}}^{2}\left\|\left[E_{c}^{A}\right]\right\|_{L^{2}(e)} \\
& \leq \varepsilon J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\frac{C h^{\beta-1}}{\varepsilon}\left\|E_{\mathbf{u}}\right\|_{\left(L^{2}(\Omega)\right)^{d}}^{2}+\frac{C}{\varepsilon} h^{\min (2 k+\beta+1,2 l+\beta-1)} \\
T_{11} & \leq C \sum_{e \in E_{h}}\left\|\left(E_{c}^{I}\right)^{*}\right\|_{L^{2}(e)}\left\|\left[E_{c}^{A}\right]\right\|_{L^{2}(e)} \\
& \leq \varepsilon J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right)+\frac{C h^{\beta-1}}{\varepsilon}\left\|E_{c}^{I}\right\|_{0}^{2}+\frac{C h^{\beta+1}}{\varepsilon}\left\|\nabla E_{c}^{I}\right\|_{0}^{2}
\end{aligned}
$$

Since only Neumann boundary conditions for flow subproblem are assumed, the terms $T_{12}$ and $T_{15}$ vanish if we use the exact value of $\mathbf{u}$ on the boundary in the DG formulation.

$$
\begin{aligned}
T_{13} & \leq C \sum_{e \in E_{h, \text { out }}} \int_{e}(\widehat{c}-c) E_{c}^{A} \leq C \sum_{e \in E_{h, \text { out }}}\left\|E_{c}^{I}\right\|_{L^{2}(e)}\left\|E_{c}^{A}\right\|_{L^{2}(e)} \\
& \leq \sum_{e \in E_{h, \text { out }}}\left(\frac{C}{h}\left\|E_{c}^{I}\right\|_{L^{2}(e)}^{2}+h\left\|E_{c}^{A}\right\|_{L^{2}(e)}^{2}\right) \\
& \leq \sum_{R \in \mathcal{T}_{h}} \frac{C}{h^{2}}\left(\left\|E_{c}^{I}\right\|_{L^{2}(R)}^{2}+h^{2}\left\|\nabla E_{c}^{I}\right\|_{L^{2}(R)}^{2}\right)+C \sum_{R \in \mathcal{T}_{h}}\left\|E_{c}^{A}\right\|_{L^{2}(R)}^{2} \\
& \leq \frac{C}{h^{2}}\left\|E_{c}^{I}\right\|_{0}^{2}+C\left\|\nabla E_{c}^{I}\right\|_{0}^{2}+C\left\|E_{c}^{A}\right\|_{0}^{2}
\end{aligned}
$$

The term $T_{14}$ can be bounded similarly as the term $\int_{\Omega} E_{c}^{A} q^{-} E_{c}^{A}$ above,

$$
\begin{aligned}
T_{14} & \leq\left|\int_{\Omega}(\widehat{c}-c) q^{-} E_{c}^{A}\right| \\
& \leq \frac{C}{\varepsilon^{s /(1-s)}\left\|E_{c}^{A}\right\|_{0}^{2}+\varepsilon\left\|\nabla E_{c}^{A}\right\|_{0}^{2}+C\left\|E_{c}^{I}\right\|_{0}^{2}+C\left\|\nabla E_{c}^{I}\right\|_{0}^{2}}
\end{aligned}
$$

Combining the above bounds for both hand sides of the error equation (54), choosing $\varepsilon$ small enough, we have, for $\forall h \leq\left(\frac{\sigma_{*}}{3 M}\right)^{1 / \beta}$,

$$
\begin{aligned}
& \frac{1}{2} \frac{\partial}{\partial t}\left\|\sqrt{\phi} E_{c}^{A}\right\|^{2}+\frac{d_{m, *}}{2}\left\|\nabla E_{c}^{A}\right\|_{0}^{2}+\frac{1}{2} J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right) \\
\leq & C\left\|E_{c}^{A}\right\|_{0}^{2}+\left(C+C h^{\beta-1}\right)\left\|E_{\mathbf{u}}\right\|_{\left(L^{2}(\Omega)\right)^{d}}^{2} \\
& +C\left\|\partial E_{c}^{I} / \partial t\right\|_{0}^{2}+\left(C+\frac{C}{h^{\beta+1}}+\frac{C}{h^{2}}+C h^{\beta-1}\right)\left\|E_{c}^{I}\right\|_{0}^{2} \\
& +\left(C+\frac{C}{h^{\beta-1}}+C h^{\beta-1}+C h^{\beta+1}\right)\left\|\nabla E_{c}^{I}\right\|_{0}^{2}+C h^{\min (2 k+\beta+1,2 l+\beta-1)}
\end{aligned}
$$

We can find the best choice of $\beta$ is indeed $\beta=1$, then,

$$
\begin{aligned}
& \frac{1}{2} \frac{\partial}{\partial t}\left\|\sqrt{\phi} E_{c}^{A}\right\|_{0}^{2}+\frac{d_{m, *}}{2}\left\|\nabla E_{c}^{A}\right\|_{0}^{2}+\frac{1}{2} J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right) \\
\leq & C\left\|E_{c}^{A}\right\|_{0}^{2}+C\left\|E_{\mathbf{u}}\right\|_{\left(L^{2}(\Omega)\right)^{d}}^{2} \\
& +C\left\|\partial E_{c}^{I} / \partial t\right\|_{0}^{2}+\frac{C}{h^{2}}\left\|E_{c}^{I}\right\|_{0}^{2}+C\left\|\nabla E_{c}^{I}\right\|_{0}^{2}+C h^{\min (2 k+2,2 l)}
\end{aligned}
$$

Now, we integrate with respect to time between 0 to $\tau\left(0 \leq \tau \leq T_{f}\right)$ and we have,

$$
\begin{aligned}
& \left\|\sqrt{\phi} E_{c}^{A}\right\|_{0}^{2}(\tau)+\frac{d_{m, *}}{2} \int_{0}^{\tau}\left\|\nabla E_{c}^{A}\right\|_{0}^{2}(t) d t+\frac{1}{2} \int_{0}^{\tau} J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right) \\
\leq & \left\|\sqrt{\phi} E_{c}^{A}\right\|_{0}^{2}(0)+C \int_{0}^{\tau}\left\|E_{c}^{A}\right\|_{0}^{2}+C \int_{0}^{\tau}\left\|E_{\mathbf{u}}\right\|_{\left(L^{2}(\Omega)\right)^{d}}^{2} \\
+ & C \int_{0}^{\tau}\left\|\partial E_{c}^{I} / \partial t\right\|_{0}^{2}+\frac{C}{h^{2}} \int_{0}^{\tau}\left\|E_{c}^{I}\right\|_{0}^{2}+C \int_{0}^{\tau}\left\|\nabla E_{c}^{I}\right\|_{0}^{2}+C T_{f} h^{\min (2 k+2,2 l)}
\end{aligned}
$$

Notice that $\left\|\sqrt{\phi} E_{c}^{A}\right\|^{2}(0)=\left\|\sqrt{\phi} E_{c}^{I}\right\|^{2}(0)$, and that $\phi$ is uniformly bounded below and above, using the approximation results for $c \in \mathcal{D}_{r}\left(\mathcal{T}_{h}\right)$, we have,

$$
\begin{aligned}
& \left\|E_{c}^{A}\right\|_{0}^{2}(\tau)+\int_{0}^{\tau}\left\|\nabla E_{c}^{A}\right\|_{0}^{2}(t) d t+\int_{0}^{\tau} J_{0}^{\sigma, \beta}\left(E_{c}^{A}, E_{c}^{A}\right) \\
\leq & C \int_{0}^{\tau}\left\|E_{c}^{A}\right\|_{0}^{2}+C \int_{0}^{\tau}\left\|E_{\mathbf{u}}\right\|_{\left(L^{2}(\Omega)\right)^{d}}^{2}+C h^{\min (2 k+2,2 l, 2 r, 2 m-2,2 n)}
\end{aligned}
$$

The theorem follows by the triangle inequality.

Remark 4.7. In the above theorems, we do not make assumption about the regularity of injection part of source term $q^{+}$and injection concentration $c_{w}$,
which can have singular value such as point source (the delta function). But we assume for the extraction part of source term $q^{-} \in\left(\Pi_{R \in T_{h}} W^{s, 1}(R)\right)^{\prime}$ for all of the partitions $\mathcal{T}_{h}$ used $(0 \leq s<1)$. This means that $q^{-}$can be more singular than $L^{2}(\Omega)$, but cannot be too singular as the delta function. Roughly speaking, it is like $q^{-} \in\left(W^{s, 1}(\Omega)\right)^{\prime}$ except that the position for singularity of $q^{-}$cannot be on the interior and boundary edges or faces for any partition $\mathcal{T}_{h}$.

Remark 4.8. We do not have assumption on the inflow boundary concentration $c_{B}$, which can have singular value.

### 4.4 A priori error estimate for the coupled system of flow and transport

We now state and prove our final result, which estimates the coupled system of flow and transport.

Theorem 4.9. (Error estimate for coupled system of flow and transport) Let the assumption in Theorems (4.1) and (4.6) holds.

Then, there exist a constant $C>0$ independent of finite element size $h$ and a constant $h_{0}>0$ such that the following inequality hold for any $h \leq h_{0}$,

$$
\begin{equation*}
\left\|E_{\mathbf{u}}\right\|_{L^{\infty}\left(\left(0, T_{f}\right) ;\left(L^{2}(\Omega)\right)^{d}\right)}^{2} \leq C h^{\min (2 k+2,2 l, 2 r, 2 m-2,2 n)} \tag{59}
\end{equation*}
$$

$$
\begin{equation*}
\left\|E_{c}\right\|_{L^{\infty}\left(\left(0, T_{f}\right) ; L^{2}(\Omega)\right)}^{2}+\left\|\nabla E_{c}\right\|_{L^{2}\left(\left(0, T_{f}\right) ;\left(L^{2}(\Omega)\right)^{d}\right)}^{2} \leq C h^{\min (2 k+2,2 l, 2 r, 2 m-2,2 n)} \tag{60}
\end{equation*}
$$

where, $k \geq 0, r \geq 1$ are the order of Raviart-Thomas space and discontinuous space, respectively, defined in above notation subsection; $l, m, n$ describe the regularity order of solution $\mathbf{u}, c, \partial c / \partial t$ respectively, as defined in equations (55), (56) and (57).

Proof. Combining Theorems (4.1) and (4.6), we have,

$$
\left\|E_{c}\right\|_{0}^{2}(\tau)+\int_{0}^{\tau}\left\|\nabla E_{c}\right\|_{0}^{2}(t) d t \leq C \int_{0}^{\tau}\left\|E_{c}\right\|_{0}^{2}+C h^{\min (2 k+2,2 l, 2 r, 2 m-2,2 n)}
$$

Using the Gronwall's inequality, we have the error result for $E_{c}$.
To get the bound for $E_{\mathbf{u}}$, we substitute the error result for $E_{c}$ into the following result, which comes from Theorems (4.1).

$$
\left\|E_{\mathbf{u}}\right\|_{\left(L^{2}(\Omega)\right)^{d}}^{2} \leq C\left\|E_{C}\right\|_{L^{2}(\Omega)}^{2}+C h^{\min (2 k+2,2 l+1)}
$$

Remark 4.10. If we let $r=k+1$, and if the exact solution $\mathbf{u}, c$ are smooth enough, then Theorem (4.9) gives the optimal $L^{2}\left(H^{1}\right)$ rate of convergence for concentration, and also gives optimal $L^{\infty}\left(L^{2}\right)$ rate of convergence for velocity.

Remark 4.11. The error estimate for the couple system of flow and transport is not applied for the case of having Dirichlet boundary condition for flow. It is difficult to bound the error for the coupled system for the case of having Dirichlet boundary condition for flow, because we do not yet have sharp control on the error of velocity $\mathbf{u}_{h}$ in the boundary edge or face.

## 5. Conclusion

In this paper, we present a combined method with mixed finite element method for flow and discontinuous Galerkin method for transport for the coupled system of miscible displacement problem. The "cut-off" operator $\mathcal{M}$ is introduced in the discontinuous Galerkin scheme in order to make the combined scheme converge. The property of "cut-off" operator $\mathcal{M}$ is given. The optimal choice of penalty parameter $\beta$ in DG scheme is derived to be $\beta=1$. The Neumann boundary condition for flow subproblem is assumed for getting the error estimate of the coupled system. Error estimates in $L^{2}\left(H^{1}\right)$ and $L^{\infty}\left(L^{2}\right)$ for concentration and error estimate in $L^{\infty}\left(L^{2}\right)$ for velocity are derived, which are the optimal $L^{2}\left(H^{1}\right)$ rate of convergence for concentration, and optimal $L^{\infty}\left(L^{2}\right)$ rate of convergence for velocity. The uniform positive definitiveness and uniform Lipschitz continuity of dispersion/diffusion tensor computed by Engineering standard formula are proved. The injection part of source term is allowed to have arbitrarily singular value and the extraction part of source term to have value singular to some degree.
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#### Abstract

We discuss the use of combined analysis and simulation to tackle the problem of bridging between the scales in large systems of interacting particles (agents). On the microscopic level we consider several models: Hamiltonian systems such as those that arise in atomistic models for fluids or solids; networks of grain boundaries modeled by evolution PDEs, as well as several stochastic processes. Coarse-graining may involve the passage to large scales in time, space or both. The larger scale models, whether at the mesoscopic or macroscopic levels, involve stochastic processes, stochastic differential equations, ordinary and partial differential equations. The passage between scales is done using two approaches. One involves the construction of a Markov process followed by probabilistic methods combined with simulation. The other follows continuum mechanics arguments combined with simulation. The role of simulation in both approaches is to bridge gaps in the analytical steps, suggesting conjecture about the behavior of certain quantities needed for a complete description on a particular scale.

Keywords: Multiscale simulation, coarse graining, microscopic models, macroscopic equations.


## 1. Introduction

In many areas of science and engineering the bridging between descriptions at small scales to those at large scales is a central problem. In most fields, macroscopic models were derived first, and only years later a detailed study into microscopic aspects of the problem, followed by microscopic models have been completed. Coarse-graining refers to the process of deriving larger scale

[^14]models from given models. Major challenges in this direction are found in economics, material science, chemical engineering, and biological sciences.

The need to understand coarse-graining in a mathematical way is obvious by looking at many areas and their contemporary leading questions. Recent years have raised new challenges in material science, in fluids, in nano-technology, in biological systems (immune system, nervous system), and have stimulated the search for connection between models at different scales. A common challenge is to understand how do the laws of physics/chemistry/biology/economics change as we go from the small scales to larger scales in time and space. The context of the problem is very general. In material science, this may refer to the passage from atomistic levels to the level of grains (in polycrystalline materials); in fluids it may refer to passing from atomistic models of mixtures to macroscopic levels; in biology to the passage between molecular level (protein) to networks of molecules sharing a common task, to organelles, to cells, to tissue, ending at the organ level. Many of these challenges are yet to be tackled, and probably each of these challenges will result in new methodologies, new mathematical and computational tools. Studying the problem of coarsegraining in general, examining different fields of application increases the chance of progress. Different fields share common aspects of coarse-graining and progress in one area may help in others. Mathematics is a unified language to bridge between those apparently different problems.

We have considered several areas where the coarse-graining problem is a central one. The following examples, among others, helped us identifying some of the questions to be answered.

Economics. Consider the problem of studying the economic behavior of a country, where the problems of interests are concerned with global quantities, such as inflation, interest rate, unemployment, etc. Assume that the modeling approach is microscopic. Thus, the economy is made up of many 'agents' that interacts with each other; there are many types of agents, among others are consumers, producers (firms), banks, government, federal reserve and more. Other elements in the model are money, commodities, products and labor that are being exchanged between the agents. Behavior at the smaller scales is usually understood better than at the macro level, making this approach a desirable one, provided that it can be carried out. The challenge is not only computational, which is obvious. It is also in the interpretation of such huge systems which exhibit behavior on many scales important for applications. Economic theories use concepts such as aggregate demand, aggregate supply etc, attempting to construct macroscopic laws starting from microscopic level. However, a systematic approach that connect the small scale modeling with larger scales is missing. Probably, this is due to the fact that performing this task using purely analytical techniques is not feasible, and a combined analytical-computational approach may help here.

Material Sciences. Many of the modern challenges in material sciences call for including microstructure description in the modeling. The reason is simple, without it modeling of the macroscopic level is inaccurate or sometimes even wrong. Material strength in polycrystals, for example, is determined by their grains structure, including size, texture and other properties. Dislocations pose another major challenge in integrating microscopic features into macroscopic behavior. Certain questions require atomistic considerations, for others a mesoscale (grain level) is sufficient. To appreciate the richness of models needed for this filed consider a piece of metal, say a small wire, which looks homogeneous on a macroscopic scale. A closer look reveals a granular structure. Each of these grains have an almost perfect crystal structure, with embedded defects of different types; dislocation, voids, impurities and more. The surfaces between grains they move at a rate determined by curvature, and certain properties of the adjacent grains. On even smaller scale these surfaces seems to have random fluctuation, due to thermal effects. The grains, that look almost as perfect crystals are not stationary. The atoms that define them move extremely fast but staying most of the time around some 'center', which we may identify as a lattice point.

Complex Fluids. Fluid mixtures behavior is an interesting problem with many contemporary applications. In most cases fluids are being treated using continuum mechanics, using a set of partial different equations (Navier-Stokes). More recently, advances in technology called for understanding more complex fluids. The problem is that for these fluids the classical equations are not the proper macroscopic description. Here one must go to smaller scales, where the behavior is better understood and to build from there a macroscopic model. An example is a fluid made up of two types of atoms, A and B, such that the interactions $A A$ and $B B$ are attractive and $A B$ is repulsive. Such a fluid (with the proper interactions) will develop 'clusters'. The macroscopic dynamics of such a fluid will depend on the presence of clusters.

These examples, point to some of the issues that need to be considered,

- What is the appropriate type of modeling technique to use? Stochastic versus deterministic, discrete versus continuous.
- Within a given modeling paradigm, what are the correct variables to introduce?
- How to interact across scales, where such interaction is necessary?

To gain an insight into the procedures of coarse graining it is useful to consider examples of microscopic models, macroscopic models and their relations. The different models can be classified as stochastic versus deterministic models or continuous versus discrete models, and subclassifications is possible in both.

## 2. Microscopic Models

We divide the class of microscopic models studied here into stochastic and deterministic models. The purpose of listing a variety of models of different type is to point out both the need and the possibility of 'mapping' models from different representations. The goal is to approximate certain aspects of the detailed model using a simpler model.

### 2.1 Stochastic Models

Random Walks: A well studied class of models can be viewed as random walks. Here the basic property under study is a random variable which undergoes a stochastic dynamics specified by a certain distribution function. Particles perform jumps that are independent.

Uniform Media The simplest case of a random walk is that on a uniform lattice, say 1D. The state of a particle is denoted by $x_{i}^{n}$, and transition probabilities are specified,

$$
\begin{equation*}
P\left(x_{i}^{n+1}=x_{i}^{n} \pm h\right)=p_{ \pm} . \tag{1}
\end{equation*}
$$

Nonuniform Media: A more interesting case, though much more difficult is when the jump probabilities depend on the site, and whose distribution is prescribed. These are less commonly used processes and are more challenging theoretically as well as computationally. See [6] for more information about random walks on nonuniform media.

Random Walks with Waiting Time: A more general class of models allow the jumps to happen at arbitrary times according to a prescribe distribution. Models may involve discrete or continuous time and/or space. We restrict our discussion to the discrete-time discrete-space case.

A probability distribution $\psi(k, n)$ for jumping a distance of $n$ lattice points after staying precisely $k$ time steps in the current position, is given. A common case is when $\psi$ has a representation

$$
\begin{equation*}
\psi(k, n)=\omega(k) \lambda(n) \tag{2}
\end{equation*}
$$

for some function $\omega, \lambda$. A detailed discussion for the continuous time case is given in [7].

One of the interesting features of such models are the long tails behaviors of different averages, for proper choices of the function $\psi$. The mean square displacement, for example, obeys,

$$
\begin{equation*}
<|r(t)-r(0)|^{2}>\approx C t^{\alpha} \quad \text { for } t \text { large } \tag{3}
\end{equation*}
$$

where $\alpha$ depends on the decay rate of $\omega(k)$ at infinity. See [7] for more details.

Monte-Carlo Methods are stochastic process that are govern by a Hamiltonian. Probabilities for moves are related to changes in energy between the possible configurations.

Given a configuration $X$, and another one $X^{\prime}$, associated with energies $E(X), E\left(X^{\prime}\right)$, respectively, transition probabilities between states can be defined in many ways that obey detailed balance. The Metropolis rule is a common implementation,

$$
P\left(X \longrightarrow X^{\prime}\right)=\left\{\begin{array}{ll}
\exp (-\triangle E / T) & \triangle E / T>0  \tag{4}\\
1 & \triangle E / T \leq 0
\end{array},\right.
$$

where $\triangle E$ is the change in energy, and $T$ is the temperature in proper units. In these methods the jumps of particles depend on the configuration.

Stochastic Differential Equations are used in many modeling areas. As an example we give the Lengevin's equation. Particles obey the dynamics

$$
\begin{align*}
d x & =v d t  \tag{5}\\
d v & =-\zeta d t+d G
\end{align*}
$$

where G models a Brownian random noise. One of the well known properties of this model is behavior of mean square displacement,

$$
\begin{equation*}
<|x(t)-r(0)|^{2}>\approx C t \quad \text { for } t \text { large } \tag{6}
\end{equation*}
$$

### 2.2 Deterministic Models

Ordinary Differential Equations are used in atomistic modeling, known as molecular dynamics (MD), which in the simple cases take the form,

$$
\begin{align*}
& \frac{d x_{j}}{d t}=v_{j}  \tag{7}\\
& m_{j} \frac{d v_{j}}{d t}=-\sum_{i \neq j} \nabla \phi\left(\left|x_{i}-x_{j}\right|\right)
\end{align*}
$$

where the potential $\phi$ is prescribed. Usually, the potential is derived using experiments or detailed computation involving quantum mechanical considerations. The total number of particles may be in the range $10^{6}$ or more.

Partial Differential Equations (PDE). Macroscopic dynamics is usually modeled by differential equation. Here the implicit assumption is that the number of particles involved is so large that the quantities of interest, e.g., averages, do not show any noticeable fluctuations. The equations involved may deal with averages of the microscopic model, such as mass density, or may deal with distribution functions, e.g., particle velocity distribution.

Equation for Averages: Classical examples here deals with the dynamics of fluids or solids in terms of averages (when viewed from a microscopic level).

As an example we mention the compressible Navier-Stokes equations, which can be written in a vector form as

$$
\begin{equation*}
\frac{\partial U}{\partial t}+\operatorname{div}[F(U)]=0 \tag{8}
\end{equation*}
$$

for the unknown vector $U=(\rho, \rho V, \rho E)$, and a given flux $F(U)$, see [8]. Macroscopic equations can sometimes be derived from equations for distribution functions.
Equations for Distribution Functions: Markov stochastic processes give rise to the well known Chapman-Kolmogorov equation. This equation, referred in general as a master equation, describes the dynamics of the probability distribution function and can be used to infer equations for averages of interest.

Approximation of the master equation, which in many cases is an integral equation, by a differential equation, is useful in many case. A well known case is the Fokker-Planck equation,

$$
\begin{equation*}
\frac{\partial f}{\partial t}-\zeta \frac{\partial(v f)}{\partial v}=D \frac{\partial^{2} f}{\partial v^{2}} \tag{9}
\end{equation*}
$$

describing the evolution of the velocity distribution for particles following the Lengevin's model presented above.

Other examples for distribution function dynamics were derived from physical principles, e.g., the Boltzmann equation

$$
\begin{equation*}
\frac{\partial f}{\partial t}+v \frac{\partial f}{\partial x}=Q(f, f) \tag{10}
\end{equation*}
$$

where $Q(f, f)$ represent the collision term, see [3]. This equation, describing the evolution of the velocity distribution function for dilute gases.

## 3. Coarse-Graining Approaches

Coarse-graining may be viewed as a mapping between models of different types. A deterministic model may be mapped into a stochastic one, and vice versa, a stochastic model may be mapped into a deterministic one. The goal of such mappings is to approximate certain features of the detailed model, using a much simpler model amenable to analysis and efficient computation. In some cases the simpler model is just a coarse time representation of the problem, while in other cases, it may involve new variables, such as averages. We go briefly over a few approaches.

Kinetic Theory and Macroscopic Equations: One of the classical examples of passing from a microscopic level to macroscopic level is due to Boltzmann. The starting point is an equation for the dynamics of the velocity distribution function (10). By taking moments of this equation one obtains a sequence of equations for the moments of f ,

$$
\begin{equation*}
M_{k}=\int v^{k} f(v) d v \quad k=0,1,2, \ldots \tag{11}
\end{equation*}
$$

The first two moments are the well known quantities in continuum mechanics, mass and momentum , $M_{0}=\rho, M_{1}=\rho V$.

This procedure requires the introduction of closure relations. For example, certain second order moments are expressed in terms of derivatives of lower order moments, i.e., velocities.

One role that numerical simulation can serve is to validate or suggest closure relations, or to examine the regime for which a given closure relation holds. In [1], a well known model by Einstein for self diffusion is examined. A closure relation, $\rho V=-D \nabla \rho$, is verified to hold for densities which are not too small. In the other case an extra equation for the variable $\rho V$ must be introduced.

This suggests that many closure relations are stationary solutions of evolution equations with time scale much faster than that of the rest of the system. Thus, for times that are not too short, these evolution PDE reduce to algebraic equations between quantities appearing in the problem.

Markov Process Representation: When coarse graining is done some aspects of the system are ignored, and in many case the resulting system has a stochastic character. When temporal coarsening is employed, the details of the dynamics between the larger time increments are lost. The resulting large time 'steps' reveal a non-deterministic dynamics. As an example, consider a gas at equilibrium, where its molecules are interacting via a short range force. If we observe the system at time intervals which are larger than the mean collision time, we observe velocities that do not obey any simple rule; their deflections seem random. Although we have started with a deterministic model, upon temporal coarsening, we have ended up with a stochastic process.

Lets look at another motivation for dealing with stochastic representation of phenomena on large scales. When a large number of 'objects' are interacting, we may be interested in the behavior of populations, and this naturally lead to dealing with distribution functions. A given property of the 'objects' is distributed in the population usually in a nonuniform way, and affect the outcome of the total behavior sought. From probability theory we know that equations for distribution functions are closely related to stochastic processes. For example, a diffusion term in the equation for the distribution function is related to a random walk. Thus, when we discuss equations for distribution functions, we are implicitly discussing some stochastic processes. An example is the DSMC (direct simulation Monte-Carlo) method, see [3], to model dilute gases, whose connection to the Boltzmann equation has been shown years after the method was introduced and used in real world applications.

In view of the above examples we regard the passage to a stochastic process at larger time-space scales as a fundamental step in coarse graining. The starting point in construction of stochastic processes is identifying a proper set of vari-
ables. From practical point of view having a Markov process is an advantage, since in this case the history of the 'object' or particle need not be stored.

Proving the Markov property for a stochastic process whose origin is a deterministic dynamics is not an easy task. Numerical simulation can be used to check whether the Markov property holds to a good approximation. This is not a replacement for a proof, but may serve as a selection procedure for the right conjectures.

Once a set of variables for describing the stochastic process have been picked, the following steps follow,

1 Check the Markov assumption for the variables picked. If not Markov look for additional variables.

2 Construct transition probabilities from simulations, check for their time dependence (hope for time independence!).
3 Construct a master equation, Then apply proper approximation (Taylor expansions, for example).

4 Averaging of the kinetic equations analytically, then using numerical closure relations.

The numerical procedure that is invoked to verify that a given dynamics follow a Markov process proceed as follows. First, calculate transition probabilities between states using the microscopic model. This can be done by following all particles that are in a given state, say $E$, and monitoring the fraction of those particles that end up after $k$ time steps at a new state $F$. Let

$$
\begin{align*}
& \mathcal{A}_{n}(E)=\left\{j \mid x_{j}^{n} \in E\right\}  \tag{12}\\
& \mathcal{A}_{n}^{m}(F \mid E)=\left\{j \mid x_{j}^{n} \in E, \quad x_{j}^{m} \in F\right\}
\end{align*}
$$

An approximation for transition probabilities $p_{n}^{n+k}(E \rightarrow F)$, of being in $E$ at time $n$ and in $F$ at time $n+k$, is given by

$$
\begin{equation*}
P_{n}^{n+k}(E \rightarrow F) \approx \frac{\left|\mathcal{A}_{n}^{n+k}(F \mid E)\right|}{\mid \mathcal{A}_{n}(E)} \tag{13}
\end{equation*}
$$

where $|\mathcal{A}|$ stands for the number of elements in $\mathcal{A}$. The particles in a given state $E$, have reached there from other states, $E_{\alpha}^{\prime} \quad \alpha \in \mathcal{J}$. The process satisfies Markov property if the transition probabilities as calculated from the whole population at state $E$, equals to transition probabilities as calculated from subsets of $\mathcal{A}_{n}(E)$, corresponding to being in different states at previous times.

A procedure for carrying out step 3 is demonstrated in [5], for an particular example. A general master equation is given, the Chapman-Kolmogorov
equation (an integral equation), and using a Taylor approximation the FokkerPlank and Chandrasekhar equations (differential equations), are derived. These equations are more manageable for analysis as well as computation.

Step 4 above has been done in different models, probably the most significant case is that of deriving the Navier-Stokes equations from kinetic theories and can be found in books on kinetic theories of gases. Recently, we have applied these ideas to coarse graining in modeling of grain growth. This will be presented elsewhere.

Density Representation: In this approach one defines volume averages (and/or time averages) and looks for their equations, which are in general stochastic finite difference equations. For sufficiently large scales, the stochastic parts of the equation diminishes, resulting in finite difference equations corresponding in many cases to some differential equations. Take for example the MD model of section 2.2. Define the following averages

$$
\begin{equation*}
M_{r}^{k}(x)=\frac{1}{|B(x, r)|} \sum_{x_{j} \in B(x, r)} m_{j} v_{j}^{k} \tag{14}
\end{equation*}
$$

For sufficiently large (in microscopic terms) $r$, these averages are good approximation to the well known quantities from continuum mechanics, e.g., $M_{r}^{0}=\rho(x), M_{r}^{1}(x)=\rho V(x), \ldots$.

The dynamics of these densities is constructed by arguments similar to those of fluid dynamics, see for example [4], but carried out on the discrete level. A control volume is defined and the change of each of the moments $M^{k}$ in this volume is computed. We demonstrate the idea for the balance of mass.

Consider a domain $\Omega$ where we would like to evaluate the density $\rho$ as a function of time. Let $m(\Omega, t)=\sum_{x_{j}(t) \in \Omega} m_{j}$, be the total mass in $\Omega$ at time t . Define an index set $\Lambda(t)=\left\{j \mid x_{j}(t) \in \Omega\right\}$, thus,

$$
\begin{equation*}
m(\Omega, t)=\sum_{j \in \Lambda(t)} m_{j} \tag{15}
\end{equation*}
$$

Introducing the notation $\Lambda \equiv \Lambda(t)$ and $\bar{\Lambda} \equiv \Lambda(t+\delta t)$, we have,

$$
\begin{equation*}
m(\Omega, t+\delta t)-m(\Omega, t)=\sum_{j \in \bar{\Lambda}} m_{j}-\sum_{j \in \Lambda} m_{j}=\sum_{j \in \bar{\Lambda} \backslash \Lambda} m_{j}-\sum_{j \in \Lambda \backslash \bar{\Lambda}} m_{j} \tag{16}
\end{equation*}
$$

The right hand side can be interpreted as mass influx minus mass outflux, that is, net mass flux. The last expression, provided that it has a continuum limit, will give

$$
\begin{equation*}
m(\Omega, t+\delta t)-m(\Omega, t) \approx \delta t \int_{\partial \Omega} f_{l}(s) d s \tag{17}
\end{equation*}
$$

where the function $f_{l}(s)$, is the mass flux per unit area (length) per unit time. This function is an odd function of the normal $\mathbf{n}$, and a first attempt is to express it as $f_{l}=J^{\rho} \cdot \mathbf{n}$.

A numerical study of the net mass flux reveal the following. $J^{\rho}$ fluctuates both in space and time, and fluctuations depending on the scale chosen. We can interpret it as a random variable whose probability distribution has to be identified.

When partitioning the domain of computation into identical square, and defining the local density in each square $\rho_{i, j}=m_{i, j} / h^{2}$, where $m_{i, j}$ is the mass in cell ( $\mathrm{i}, \mathrm{j}$ ), we get

$$
\begin{array}{r}
\rho_{i, j}(t+\delta t)-\rho_{i, j}(t)=\frac{\delta t}{h}\left[\begin{array}{l}
J_{i+\frac{1}{2}, j}^{\rho} \cdot \mathbf{n}_{i+\frac{1}{2}, j}+J_{i+\frac{1}{2}, j}^{\rho} \cdot \mathbf{n}_{i+\frac{1}{2}, j}+ \\
\left.J_{i, j+\frac{1}{2}}^{\rho} \cdot \mathbf{n}_{i, j+\frac{1}{2}}+J_{i, j+\frac{1}{2}}^{\rho_{2}} \cdot \mathbf{n}_{i, j+\frac{1}{2}}\right]
\end{array}, ~\right. \tag{18}
\end{array}
$$

Using numerical simulation whose details are given in [1] we obtained,

$$
\begin{equation*}
J^{\rho}=-\rho V+\text { fluctuation terms } \tag{19}
\end{equation*}
$$

On sufficiently large scale, the fluctuation disappear, and we recover a deterministic equation for the evolution of the mass. In this case we may view the result as an approximation to a continuous analog,

$$
\begin{equation*}
\frac{m(\Omega, t+\delta t)-m(\Omega, t)}{\delta t} \approx \int_{\partial \Omega} \rho V \cdot \mathbf{n} d s \tag{20}
\end{equation*}
$$

which holds for an arbitrary domain $\Omega$, leading to the equation

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\operatorname{div}(\rho V)=0 \tag{21}
\end{equation*}
$$

under proper regularity of the functions.
Thus, in this approach, analysis is combined with simulation to construct approximations for certain fluxes in terms of simpler averages. This is a way of generating closure relations. Of course, in the example given here, we need to define an equation for $\rho V$ using a similar approach, starting with balance of mass, finding the expression for its evolution and expressing certain averages in terms of simpler ones.

## Temporal Coarse-Graining

Stochastic $\rightarrow$ Stochastic: Consider the simple case of a stochastic process involving independent particles whose master equation can be written as,

$$
\begin{equation*}
P^{n+1}=L P^{n} \tag{22}
\end{equation*}
$$

The random walk described in a previous section satisfies this relation. One question of interest is the transition probability for larger times,

$$
P\left(x_{i}^{n+k}=x_{i}^{n}+m h\right)
$$

This of course, is a well known problem, which has an analytical solution. The question of calculating the above probabilities can be solved by considering

$$
\begin{align*}
& P^{n+k}=L^{k} P^{n} \\
& P^{0}=\delta_{0} \tag{23}
\end{align*}
$$

This amount to calculating powers of $L$. Although this example is simple and can be solved analytically, we present it as a model for studying central issues in coarse graining. For example, what features of the original model are preserved upon coarse graining? In what sense, or for what initial data, the coarser model is a good approximation to the detailed model? What numerical schemes can be used to compute the longer time transition probabilities (a task that in some cases cannot be done analytically)?

Deterministic $\rightarrow$ Stochastic A more challenging passage between models is in passing from a deterministic model, such as MD model for fluid, to a stochastic model, such as the Lengevin's equation. For the MD model mentioned above we have,

$$
\begin{equation*}
v_{j}(t+\delta t)=v_{j}(t)+\frac{1}{m} \int_{t}^{t+\delta t} \nabla f_{j}(s) d s \tag{24}
\end{equation*}
$$

where $f_{j}$ is the force acting on the j -th particle. Its complicated expression involving the interaction with the neighbors is given in equation (8). When $\delta t$ is large enough to include many 'collisions' it is plausible that the integral on the right hand side can be viewed as a stochastic force. This can be seen by taking snapshots of the MD simulation. Increments in velocities seem random and with a careful study using numerical simulation, are shown to follow a nice distribution function, almost a Gaussian distribution. However, the mean square displacement does not follow a linear behavior in time. This poses an interesting challenge. What stochastic process will result in super linear mean square displacement, and have the velocities follow a Gaussian distribution? A discussion of different attempts to approximate the MD dynamics using stochastic processes will be given elsewhere.
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#### Abstract

In this paper, we will discuss mathematical models and numerical simulations for electrochemical power systems such as lithium-ion battery. We will address the issue of well-posedness of the underlying system of nonlinear partial differential equations, and introduce numerical methods for battery simulations based on Newton linearization, Krylov subspace iteration and multigrid preconditioning. Finally, we will give a brief introduction to fuel cell modeling and simulations.


## 1. Introduction

Electrochemical power sources such as lead-acid, nickel-mental hydride (NiMH ), lithium-ion batteries, as well as various fuel cells, are widely used in consumer applications and electric vehicles. Modeling and simulation of battery and fuel cell systems has been a rapidly expanding field. The analysis of electrochemistry systems, such as a battery during charge, discharge and open-circuit, draws primarily on three fundamental areas: thermodynamics, electrode kinetics and mass transport phenomena. These factors determine system behavior and strongly interact with each other[5, 17].

The majority of advanced battery and fuel cell systems employ porous electrodes because they provide large surface areas and a close proximity of the pore electrolyte or gas (in fuel cells) to the electrode material to facilitate electrochemical reactions. A porous electrode cells considered consist of three phases: a solid matrix (electrode material and separator), and electrolyte (liquid or solid) and a gas phase, with complex interfacial structures. It is usually extremely difficult (if at all possible) to solve the exact equations on a microscopic scale due to the complex interface morphology. Instead, macroscopic cell models are derived by averaging the microscopic (exact) equations over a representative elementary volume that contain all phases.

In this paper we mainly consider the battery model and use lithium-ion battery as an example. Our lithium-ion battery model is based on the so-called micromacroscopic coupled approach [24] and developed by Gu and Wang [9], see also $[6,4,3,14]$ for related works. The governing equations of the model are given by a system of coupled quasilinear partial differential equations.

We will address the issue of well-posedness of the mathematical model for lithium-ion batteries. By exploring some special structure in this system, we are able to adopt the well-known Moser iteration (which is often used for scalar equation) $[19,20]$ to establish some crucial a priori maximum norm estimates for the systems. With these a priori estimates, we use the Leray-Schauder theory to establish the existence and uniqueness of a subsystem of elliptic equations that describe the electric potentials in the model. Finally, we employ a Schauder fix point theorem to establish the local (in time) existence for the whole model. We note that, from the physical point of view, global existence is not expected; and give some numerical results to support this argument.

We will also discuss an efficient and robust numerical method for battery simulation. In our numerical simulations, Newton method is applied to linearize the nonlinear system, and preconditioned GMRES to solve the linear system. There are also new and crucial feature of our work, for example, introducing multigrid method in the construction of the preconditioner, which makes our work very efficient in battery simulation.

In the end of the paper, we give a simple introduction on the modeling and simulations for the fuel cells which still remains as a developing and challenging filed.

## 2. Description of Lithium-ion Model

The lithium ion cells consist of the negative electrode current collector $(\mathrm{Cu})$, carbon negative electrode $\left(\mathrm{Li}_{x} \mathrm{C}_{6}\right)$, separator, positive manganese dioxide electrode $\left(\mathrm{Li}_{y} \mathrm{Mn}_{2} \mathrm{O}_{4}\right)$, and the positive electrode current collector( Al ), as shown in Fig. 1. The electrolyte is a solution of lithium salt in a non-aqueous solvent. Electrochemical reactions occurring at the electrode/electrolyte interfaces are as follow:

Composite positive electrode

$$
\mathrm{Li}_{y-x} \mathrm{Mn}_{2} \mathrm{O}_{4}+x \mathrm{Li}^{+}+x e^{-} \stackrel{\text { discharge }}{\stackrel{\text { charge }}{\longleftrightarrow}} \mathrm{Li}_{y} \mathrm{Mn}_{2} \mathrm{O}_{4}
$$

and omposite negative electrode

$$
\mathrm{Li}_{x} \mathrm{C}_{6} \underset{\text { charge }}{\stackrel{\text { discharge }}{\longleftrightarrow}} \mathrm{Li}_{0} \mathrm{C}_{6}+x \mathrm{Li}^{+}+x e^{-}
$$



## Fig.1. Schematic of a Lithium ion cell and model representation

Lithium-ion inserts into the positive electrode and de-inserts out of the negative electrode during discharge. The change reverses during charge.

Reaction rates. The transfer current from the lithium insertion or deinsertion reaction at the electrode/electrolyte interface that consumes or generates the species $\mathrm{Li}^{+}$, is assumed to be governed by the Bulter-Volmer equation [17],

$$
\begin{equation*}
\mathrm{j}=\mathrm{ai}_{0 j}\left[\exp \left(\frac{\alpha_{a} F}{R \mathrm{~T}} \eta_{j}\right)-\exp \left(-\frac{\alpha_{c} F}{R \mathrm{~T}} \eta_{j}\right)\right] \tag{1}
\end{equation*}
$$

where a denotes the specific interfacial area of the manganese dioxide or carbon electrodes; the exchange current density, $\mathrm{i}_{0 j}$, is a function of the concentration of lithium ion in the electrolyte phase and the concentrate of lithium in the solid active material phase,

$$
\begin{equation*}
\mathrm{i}_{0 j}=\mathrm{k}\left(c_{e}\right)^{\alpha_{a}}\left(c_{s, \max }-\bar{c}_{s e}\right)^{\alpha_{a}}\left(\bar{c}_{s e}\right)^{\alpha_{c}} \tag{2}
\end{equation*}
$$

$\bar{c}_{s e}$ is the area-averaged concentration of lithium at the electrode/electrolyte interface which is determined by

$$
\begin{equation*}
\frac{\mathrm{D}_{s}}{l_{s e}}\left(\bar{c}_{s e}-c_{s}\right)=-\frac{\mathrm{j}}{\mathrm{aF}} \tag{3}
\end{equation*}
$$

and the local surface overpotential of reaction j is defined as

$$
\begin{equation*}
\eta_{j}=\Phi_{s}-\Phi_{e}-U_{j}\left(\bar{c}_{s e}, T\right), \quad j=1 \text { and } j=2 \tag{4}
\end{equation*}
$$

Here, $U_{j}$, a function of $\bar{c}_{s e}$ and temperature, stands for the open-circuit (i.e. equilibrium) potential of reaction $j$.

Effective diffusion coefficient. The effective diffusion coefficient including the effect of tortuosity is evaluated by the Bruggeman relation, i.e.

$$
\begin{equation*}
D^{\mathrm{eff}}=D \varepsilon_{e}^{1.5} \tag{5}
\end{equation*}
$$

where $D$ is the mass diffusion coefficient of lithium ion in the electrolyte, $\varepsilon_{e}$ is the volume fraction of the electrolyte phase.

Species conservation equations. Let $c_{e}, c_{s}$ be the volume-averaged concentration of the lithium in the electrolyte phase and the solid phase, respectively. Conservation of lithium in the electrolyte phase and solid phase gives

$$
\begin{gather*}
\frac{\partial\left(\varepsilon_{e} c_{e}\right)}{\partial t}=\nabla \cdot\left(D^{\mathrm{eff}} \nabla c_{e}\right)+\frac{1-t_{+}^{0}}{F} \mathrm{j}  \tag{6}\\
\frac{\partial\left(\varepsilon_{s} c_{s}\right)}{\partial t}=-\frac{\mathrm{j}}{F} \tag{7}
\end{gather*}
$$

where $t_{+}^{0}$ is the transference number of the $\mathrm{Li}^{+}$with respect to the velocity of the solvent.

Charge conservation equations. For the electrolyte phase, the charge conservation equation takes the following form,

$$
\begin{equation*}
\nabla \cdot\left(\kappa^{\mathrm{eff}} \nabla \Phi_{e}\right)-\nabla \cdot\left(\kappa_{D}^{\mathrm{eff}} \nabla \ln c_{e}\right)+\mathrm{j}=0 \tag{8}
\end{equation*}
$$

This equation can be used to determine the electrical potential in the electrolyte phase, $\Phi_{e} . \kappa_{D}^{\text {eff }}$ is the diffusional conductivity given by

$$
\begin{equation*}
\kappa_{D}^{\mathrm{eff}}=\frac{2 R \mathrm{~T} \kappa^{\mathrm{eff}}}{F}\left(1-t_{+}^{0}\right) \tag{9}
\end{equation*}
$$

For the solid phase, the charge conservation equation is expressed by

$$
\begin{equation*}
\nabla \cdot\left(\sigma^{\mathrm{eff}} \nabla \Phi_{s}\right)-\mathrm{j}=0 \tag{10}
\end{equation*}
$$

where $s$ denotes the manganese dioxide or carbon electrode.
Energy conservation equation. Without convection in the cell, the general thermal energy equation reduces to

$$
\begin{equation*}
\frac{\partial\left(\rho c_{p} \mathrm{~T}\right)}{\partial t}=\nabla \cdot(\lambda \nabla \mathrm{T})+q \tag{11}
\end{equation*}
$$

where the heat generation rate $q$ is expressed by

$$
\begin{align*}
q= & \mathrm{j}\left(\Phi_{s}-\Phi_{e}-U_{j}+\mathrm{T} \frac{\partial U_{j}}{\partial \mathrm{~T}}\right)+\sigma^{\mathrm{eff}} \nabla \Phi_{s} \cdot \nabla \Phi_{s}  \tag{12}\\
& +\kappa^{\mathrm{eff}} \nabla \Phi_{e} \cdot \nabla \Phi_{e}+\kappa_{D}^{\mathrm{eff}} \nabla \ln c_{e} \cdot \nabla \Phi_{e}
\end{align*}
$$

Initial/Boundary Conditions. Uniform initial conditions are assumed, i.e.

$$
\begin{equation*}
c_{e}=c_{e, 0}, \quad c_{s}=c_{s, 0}, \quad \mathrm{~T}=\mathrm{T}_{0} \tag{13}
\end{equation*}
$$

The computational domain is confined by the two current collects. The electrolyte is confined within the cell and no reaction occurs at the current collector surfaces, giving rise to

$$
\begin{equation*}
\frac{\partial c_{e}}{\partial n}=0, \quad \frac{\partial c_{s}}{\partial n}=0, \quad \text { and } \frac{\partial \Phi_{e}}{\partial n}=0 \tag{14}
\end{equation*}
$$

at all boundaries. Current is applied at the tabs on the top and heat is dissipated only through the tabs(basecase)or through the sides as well as through the tabs(see Fig 1.), yielding

At $y=H$,

$$
\begin{array}{rlr}
-\sigma^{\mathrm{eff}} \frac{\partial \Phi_{s}}{\partial y} & =I & \text { if } x<L_{c a} \text { or } x>L_{c c}  \tag{15}\\
-\lambda \frac{\partial T}{\partial y} & =h\left(\mathrm{~T}-\mathrm{T}_{\alpha}\right)
\end{array}
$$

At the other boundaries,

$$
\begin{align*}
\frac{\partial \Phi_{s}}{\partial n} & =0  \tag{16}\\
-\lambda \frac{\partial \mathrm{T}}{\partial n} & =h\left(\mathrm{~T}-\mathrm{T}_{\alpha}\right)
\end{align*}
$$

## 3. Local existence

In this section, we will consider the well-posedness of the mathematical model for lithium-ion battery system. The system of partial differential equations we considered are the equations given by (6), (7), (8) and (10) together with initial-boundary value conditions given by (13), (14), (15) and (16). The thermal affect is neglected in these two sections. Among these various equations, the equation (7) is a simple ordinary differential equation. Technically speaking, this equation will not contribute extra difficulty in our analysis given below. Thus, for simplicity of exposition below, we shall drop this equation from the system. In this section, we consider the local (in time) existence of the isothermal lithium-ion model.

### 3.1 The System of Partial Differential Equations

We will consider the following system of partial differential equations:

$$
\begin{gather*}
-\nabla \cdot\left(\kappa(c) \nabla \Phi_{e}\right)+\nabla \cdot\left(\kappa_{D}(c) \nabla \ln c\right)-S_{e}\left(\Phi_{s}-\Phi_{e}, c\right)=0, \quad x \in \Omega  \tag{17}\\
\quad-\nabla \cdot\left(\sigma \nabla \Phi_{s}\right)+S_{e}\left(\Phi_{s}-\Phi_{e}, c\right)=0, \quad x \in \Omega^{\prime}  \tag{18}\\
\frac{\partial\left(\varepsilon_{e} c\right)}{\partial t}-\nabla \cdot(D \nabla c)-S_{c}\left(\Phi_{s}-\Phi_{e}, c\right)=0, \quad x \in \Omega \tag{19}
\end{gather*}
$$

Here we have used some simplified notation. For example, we have used $c$ instead of $c_{e}$. The "source" term

$$
\begin{equation*}
S_{e}\left(\Phi_{s}-\Phi_{e}, \mathrm{c}\right)=\mathrm{j}=\alpha_{0} g(c) \sinh \left(\alpha_{2}\left(\Phi_{s}-\Phi_{e}-U(c)\right)\right), \tag{20}
\end{equation*}
$$

in $\Omega^{\prime}$ and $S_{e}=0$ in $\Omega_{s}$, where $g(c)(>0)$ is a smooth function of $c ; \alpha_{0}, \alpha_{2}$ are positive constants ( $\alpha_{1}, \alpha(M)$ and so on will also denote some other positive constants in the following). $S_{c}\left(\Phi_{s}-\Phi_{e}, c\right)=\frac{1-t_{+}^{0}}{F} \mathrm{j}$ where $F, \mathrm{t}_{+}^{0}(<1)$ are positive constants.


Fig. 2 The domain $\Omega$.
The domain $\Omega=\Omega_{a} \cup \Omega_{s} \cup \Omega_{c} \subset \mathbf{R}^{n}$ denotes the whole battery domain, where $\Omega_{a}, \Omega_{s}, \Omega_{c}$ denote the negative electrode, the separator, the positive electrode, respectively. Set $\Omega^{\prime}=\Omega_{a} \cup \Omega_{c}$. Eq.(17) and Eq.(19) are defined in the whole domain $\Omega$; Eq.(18) is defined in the domain $\Omega^{\prime}$. From (9), we have $\kappa_{D}=\alpha_{1} \kappa . \varepsilon_{e}, D$ and $\sigma$ are positive piecewise constants, and $\kappa$ is a piecewise smooth function of $c$ which satisfies $\kappa(0)=0 ; \kappa(c)>0$, if $c>0$. $U$, which is defined in $\Omega^{\prime}$, is a known bounded smooth function of $c$.

We can drop the second term of Eq.(17) by setting $\hat{\Phi}_{e}=\Phi_{e}-\alpha_{1} \ln c$ and $\hat{U}(c)=U(c)+\alpha_{1} \ln c$ (we still use the same notations $\Phi_{e}$ and $U(c)$ ). For the uniqueness of the system, we impose the following condition:

$$
\begin{equation*}
\int_{\Omega} \Phi_{e} d x=0 \tag{21}
\end{equation*}
$$

and define

$$
H_{*}^{1}(\Omega)=\left\{u \in H^{1}(\Omega), \int_{\Omega} u d x=0\right\}
$$

$L_{*}^{\infty}(\Omega)$ and $C_{*}^{\alpha}(\Omega)$ are defined in the similar way.
The boundary condition for $\Phi_{s}$ reads:

$$
-\sigma \frac{\partial \Phi_{s}}{\partial n}=I \quad \text { on } \quad \Gamma_{a} \cup \Gamma_{c}
$$

where $\Gamma_{a} \subset \partial \Omega_{a}, \Gamma_{c} \subset \partial \Omega_{c}$. At the other boundaries(note that $\Phi_{s}$ is defined in $\Omega^{\prime}$ ),

$$
\frac{\partial \Phi_{s}}{\partial n}=0
$$

and

$$
\frac{\partial \Phi_{e}}{\partial n}=0 \text { on } \partial \Omega, \quad \frac{\partial c}{\partial n}=0 \text { on } \partial \Omega
$$

for $\Phi_{e}$ and $c$. The initial condition for $c$ is

$$
\left.c\right|_{t=0}=c_{0}
$$

where $c_{0}>0$ and we assume $c_{0} \in C^{0, \delta}(\bar{\Omega})$.

### 3.2 The elliptic system for potential variables

In the subsection, we shall first study the first two elliptic equations given by (17) and (18). Namely, we view the concentration variable $c$ fixed and it satisfies the following condition:

$$
\|c\|_{L^{\infty}}+\left\|c^{-1}\right\|_{L^{\infty}} \leq M
$$

and we consider the following elliptic system:

$$
\begin{gather*}
-\nabla \cdot\left(\kappa(c) \nabla \Phi_{e}\right)-S_{e}=0, \quad x \in \Omega  \tag{22}\\
-\nabla \cdot\left(\sigma \nabla \Phi_{s}\right)+S_{e}=0 \quad x \in \Omega^{\prime} \tag{23}
\end{gather*}
$$

with same boundary condition for $\Phi_{e}, \Phi_{s}$ described in previous subsection.
Define $X=L_{*}^{\infty}(\Omega) \times L^{\infty}\left(\Omega^{\prime}\right)$, and the mapping $Z: X \times[0,1] \rightarrow X$ such that for any $V=(u, v) \in X, \delta \in[0,1], \Phi=\left(\Phi_{e}, \Phi_{s}\right)=Z(V, \delta)$ is the unique solution in $H_{*}^{1} \times H^{1}$ to the following system:

$$
\begin{gather*}
-\nabla \cdot\left(\kappa(c) \nabla \Phi_{e}\right)-\delta\left(S_{e}(v-u, c)-I\left(\Omega^{\prime}\right)(v-u)\right) \\
-I\left(\Omega^{\prime}\right)\left(\Phi_{s}-\Phi_{e}\right)=0  \tag{24}\\
-\nabla \cdot\left(\sigma \nabla \Phi_{s}\right)+\delta\left(S_{e}(v-u, c)-(v-u)\right)+\left(\Phi_{s}-\Phi_{e}\right)=0 \tag{25}
\end{gather*}
$$

where $I\left(\Omega^{\prime}\right)=1$ in $\Omega^{\prime}$ and $I\left(\Omega^{\prime}\right)=0$ in $\Omega_{s}$. The boundary conditions are the same as those for the system of Eq.(22) and (23), except on $\Gamma_{a} \cup \Gamma_{c}$ the boundary condition for $\Phi_{s}$ reads

$$
-\sigma \frac{\partial \Phi_{s}}{\partial n}=\delta I
$$

We assume that $\Phi=\left(\Phi_{e}, \Phi_{s}\right) \in X$ satisfies $X=Z(X, \delta)$ for some $\delta \in$ $[0,1]$. Using Moser iteration[19, 20], we have the following lemma.

Lemma 1. Let $p>2$ be an integer, even, and $p \leq \frac{2 n}{n-2}$ where $n$ is the dimension of $\Omega$ (If $n=2, p<+\infty$; if $n=3, p \leq 6)$. Assume that $\|c\|_{L^{\infty}}+\|1 / c\|_{L^{\infty}} \leq$ $M$, If $\left(\Phi_{e}, \Phi_{s}\right) \in\left(H_{*}^{1} \times H^{1}\right) \cap\left(L_{*}^{\infty} \times L^{\infty}\right)$ is a solution to the following elliptic system

$$
\begin{align*}
& -\nabla \cdot\left(\kappa \nabla \Phi_{e}\right)-\delta S_{e}\left(\Phi_{s}-\Phi_{e}, c\right)-I\left(\Omega^{\prime}\right)(1-\delta)\left(\Phi_{s}-\Phi_{e}\right)=0  \tag{26}\\
& \quad-\nabla \cdot\left(\sigma \nabla \Phi_{s}\right)+\delta S_{e}\left(\Phi_{s}-\Phi_{e}, c\right)+(1-\delta)\left(\Phi_{s}-\Phi_{e}\right)=0 \tag{27}
\end{align*}
$$

with the same boundary conditions for the system of Eq.(24) and (25). Then Given any $X_{0} \in \Omega^{\prime}, R>0$ such that $R<\operatorname{dist}\left(X_{0}, \partial \Omega^{\prime}\right)$, for any $\theta \in(0,1)$, we have

$$
\text { ess } \sup _{B_{\theta R}\left(X_{0}\right)}\left(\left|\Phi_{e}\right|+\left|\Phi_{s}\right|\right) \leq \alpha(M)\left(\frac{1}{\left|B_{R}\left(X_{0}\right)\right|} \int_{B_{R}\left(X_{0}\right)}\left(\left|\Phi_{e}\right|+\left|\Phi_{s}\right|\right)^{p} d x\right)^{1 / p}
$$

where $B_{R}\left(X_{0}\right)=\left\{Y \in \mathbf{R}^{n},\left|Y-X_{0}\right| \leq R\right\}$.
Similar estimates are still valid, if $X_{0} \in \Omega_{s}$ or $X_{0} \in \partial \Omega^{\prime}$. At last, we get the following a priori estimate.

Lemma 2. Assume that $\|c\|_{L^{\infty}}+\|1 / c\|_{L^{\infty}} \leq M$. If $\Phi=\left(\Phi_{e}, \Phi_{s}\right) \in X$ satisfies $\Phi=Z(\Phi, \delta)$ for some $\delta \in[0,1]$; there exists a positive constant $K(M)$ such that

$$
\left\|\Phi_{e}\right\|_{L^{\infty}(\Omega)} \leq K(M) ; \quad\left\|\Phi_{s}\right\|_{L^{\infty}\left(\Omega^{\prime}\right)} \leq K(M)
$$

The existence of the solution (in $H_{*}^{1} \times H^{1}$ ) to the system of Eq.(22) and (23) follows by using the Leray-Schauder theorem:

Theorem 1. We assume $\|c\|_{L^{\infty}}+\left\|c^{-1}\right\|_{L^{\infty}} \leq M$; then the system of Eq.(22) and (23) admits a unique solution $\left(\Phi_{e}, \Phi_{s}\right)$, and there exists $\alpha(M)$ such that

$$
\left\|\Phi_{e}\right\|_{L^{\infty}}+\left\|\Phi_{s}\right\|_{L^{\infty}} \leq \alpha(M)
$$

Now we will outline proof of the local in time existence for the system of Eq.(22), (23) and (19). Set

$$
M=\left\|c_{0}\right\|_{L^{\infty}}\|+\| 1 / c_{0} \|_{L^{\infty}}+1
$$

Let $T>0$ be a small constant to be determined. We want to establish the existence of a solution $c$ in the space,

$$
V_{T}=\left\{c \in C^{0}(\Omega \times[0, T]), c \geq 1 / M,\|c\|_{C^{0}} \leq M\right\}
$$

Let $\hat{c} \in V_{T}$ be any function. We first define $\Phi_{e}$ and $\Phi_{s}$ by solving the system of Eq.(22) and (23) with $c$ replaced by $\hat{c}$. Once we have $\left(\Phi_{e}, \Phi_{s}\right)$, we then can
define $c$ by solving (19) in $L^{2}\left([0, T], H^{1}(\Omega)\right)$ (with $c$ in $S_{c}$ replaced by $\hat{c}$ ). We define the mapping $\mathbf{T}: \hat{c} \longrightarrow c$. A parabolic a priori estimate gives

$$
\|c\|_{C^{0}} \leq\left\|c_{0}\right\|_{C^{0}}+T \alpha(M) \leq M,
$$

if we take $T$ small. As $c$ is $C^{\alpha, \alpha / 2}$ for some $\alpha \in(0,1)$ [15](bounded with bounds depending on $M$ and $T$ ). Hence $\mathbf{T}$ is compact.

We can also see that $\mathbf{T}$ is continuous. Hence $\mathbf{T}$ has a fixed point, by the Schauder fixed point theorem.

Theorem 2. There exists $T>0$ such that the system of the equations (17), (18) and (19) admits a unique solution $\left(\Phi_{e}, \Phi_{s}, c\right)$ where $\Phi_{e}$ satisfies (21).

### 3.3 Finite battery lifespan

After the establishment of local existence as done in preceding section, one natural question is whether the local existence result can be extended globally (in time). In this section, we will try to use both physical arguments and numerical experiments to illustrate that a global solution for the system of partial differential equations in our model may not be expected.

The simple (and perhaps nearly naive) physical argument is that a lithium-ion battery can not be run forever and its life expectancy has to be finite. In fact, in the model under our consideration, the battery is either only always being discharged $(I>0)$ or only always being charged $(I<0)$. Hence the battery is expected to be either drawn out (in the former case) or to be blown-up (in the latter case) within a finite amount time. This means, mathematically speaking, that the systems of partial differential equations can not have a global (in time) solution.

Of course, our systems of PDEs is only a model for the reality and the above argument may not be convincing. Next we shall present some numerical examples to support this argument. The major input variable in the model is the current $i=\int_{\Gamma_{c}} I d A$. Fig. 3 and Fig 4. give the numerical results of the cell potential for $i=0.3 C=0.678 A$ and $i=3 C=6.78 A$.

In each of the above, we observe a sharp change of value of cell potential at a critical time and the solution cease to exist beyond this time. As expected, the battery life expectance gets shorter when the current $i$ gets larger.

It would be interesting to mathematically prove (or disprove) that the existence of the critical time (nonexistence of the global solution) with the condition, such as $i=$ const.


## 4. Newton-Krylov-Multigrid Method

The intention of this section is to introduce an efficient and robust numerical method for Lithium-ion battery simulation. We use Newton method to linearize the nonlinear system, and use preconditioned GMRES method to solve the linear system. Comparing with the related works [17, 21, 2], there is also new and crucial feature of our work. We use Newton method in different level, Newton method is applied to solved the global linear system, it is also using to decided the value in each vertex (local 1-d problem). For the preconditioner we choose the Block Gauss-Seidel method and use the multigrid method in the construction of the preconditioner.

### 4.1 Newton Method

The transient terms are discretized by a fully implicit scheme making use of the backward Euler method. After discretizing the spatial terms by finite volume or finite different method, one is faced with the problem of solving a system of nonlinear algebraic equations which we simple express it as

$$
\begin{equation*}
f(s)=0 \tag{28}
\end{equation*}
$$

where $f$ is a vector function, $f: \mathbf{R}^{4 n} \rightarrow \mathbf{R}^{4 n}$, where $n$ is the number of vertices in the grid. Let $J(s)=\frac{\partial f}{\partial s}$ be the $4 n \times 4 n$ Jacobian matrix of $f$.
Algorithm 1. Newton method. Given an initial guess $s^{0}$, for $m=$ $0,1, \cdots$

1) Solve the linear system

$$
\begin{equation*}
J\left(s^{m}\right) \eta^{m}=-f\left(s^{m}\right) \tag{29}
\end{equation*}
$$

2) Define

$$
\begin{equation*}
s^{m+1}=s^{m}+\eta^{m} . \tag{30}
\end{equation*}
$$

The convergence of Newton method is locally quadratic and has been found to be particularly fast for the present model problem. The solution to (28) can be obtained in a few iterations using this method.

Remark In fact, j is an implicit function of $c_{e}, c_{s}, \Phi_{e}, \Phi_{s}$ (see (1), (2), 4), (3), and (17)). Newton method is also used to get the value of j at each vertex. which is a (local) one-dimensional problem. From our numerical experience, the accuracy of j play a crucial role in the convergence rate of Newton method.

### 4.2 Preconditioned GMRES

Now the problem is how to solve the linear system (29). We note that the Jacobian matrix of this problem is nonsymmetrical and large. GMRES method introduced by Y.Saad and M.H.Schultz([22]) is a kind of Krylov subspace approximation method, proved to be one of most efficient methods to solve general (large sparse) nonsymmetrical linear systems of equations [8, 12].

The preconditioned GMRES method for solving system (29), is to solve the following equivalent system

$$
M^{-1} J\left(s^{m}\right) \eta^{m}=M^{-1}\left(-f\left(s^{m}\right)\right),
$$

by GMRES method, where $M$ is called the preconditioner. Among numerous preconditioning technique, we choose Block Gauss-Seidel method and multigrid method in our work.
Write $J=D-L-U$ where $D$ is a block diagonal matrix, and $L$ and $U$ are the strictly lower and upper block triangular parts of $J-D$, respectively. If we assume that $M=D-L$, then $M$ is also called the Block Gauss-Seidel preconditioner.

If we assume that

$$
J=\left(\begin{array}{cccc}
J_{c_{e} c_{e}} & J_{c_{e} \Phi_{s}} & J_{c_{e} \Phi_{e}} & J_{c_{e} T} \\
J_{\Phi_{s} c_{e}} & J_{\Phi_{s} \Phi_{s}} & J_{\Phi_{s} \Phi_{e}} & J_{\Phi_{s} T} \\
J_{\Phi_{e} c_{e}} & J_{\Phi_{e} \Phi_{s}} & J_{\Phi_{e} \Phi_{e}} & J_{\Phi_{e} T} \\
J_{\mathrm{T} c_{e}} & J_{\mathrm{T} \Phi_{s}} & J_{\mathrm{T} \Phi_{e}} & J_{\mathrm{TT}}
\end{array}\right),
$$

we need to compute $J_{c_{e} c_{e}}^{-1} \nu$ and so on for a given vector $\nu$ in the block GaussSeidel method. The problem is equivalent to solving the system,

$$
J_{c_{e} c_{e}} w=\nu,
$$

and so on. The matrices $J_{c_{e} c_{e}}, J_{\Phi_{s} \Phi_{s}}, J_{\Phi_{e} \Phi_{e}}, J_{T T}$ are symmetric positive definite. Here, and they will be inverted by the multigrid method. As an iteration method, multigrid method has a very fast convergence speed which is independent on the grid parameter, and the number of whole arithmetic operations needed is only $O(n)($ or $O(n \log n)$ ), where $n$ is the number of the unknowns. It shows great performance in solving symmetric positive definite problem arise from discretizing elliptic or parabolic partial differential equations [29, 13].

### 4.3 Results and validation

A general-purpose computational fluid dynamics (CFD) code, which uses Picard-type iteration method, is widely used in this area. Picard-type iteration method solves the governing equations one by one (similar as the nonlinear (block) Guass-Seidel method). The convergence of Picard-type method is very slow for strong coupled problem. Roughly speaking, it is efficient to solve the model problem, the governing equations of which is not strongly coupled. See [4,21,2] for related work on Newton iteration for the similar problem.
The following tabular shows CPU times of the two methods during $3 \mathrm{C}(6.78 \mathrm{~A})$ discharge. The case is based on the model in Section 2, and same as that in [9]. Our method is much faster than the Picard-type method, see [26] for more detail.

Tabular 1. CPU times with different grids

| $2-\mathrm{D}$ <br> grid | CPU time (s) <br> by Picard method | CPU time (s) <br> by Newton method | speed up |
| :---: | :---: | :---: | :---: |
| $45 \times 32$ | 44958.3 | 570.899 | 78.7501 |
| $90 \times 62$ | 335001 | 2721.63 | 123.088 |
| $178 \times 122$ | - | 11280.3 | - |
| $354 \times 242$ | - | 47970.2 | - |

Mathematical modeling is indispensable in the development process for batteries and fuel cells with higher energy density, higher power density and longer cycle life; because a cell model, once validated experimentally, can be used to indentify cell-limiting mechanisms and forecast cell performance for design, scale up, and optimization [24].
The following pictures show the comparison of the numerical result and the experimental data for several batteries ( 4.1 Lithium/Thionyl Chloride [11], 4.2 4.3 NiMH [10], 4.4 Lead-acid). These battery models are also based on the so called micro-macroscopic coupled approach [24]. The predicted data is fitting perfect well with the experimetal results. Simulation results from a validated model can take the position of experimental data. For example, the optimization of a battery design for a particular application necessarily involved a large amount of time and expermental effort. Computer simulations are very
useful in this process because they can potentially lead to a great savings of time and materials.



Figure 4.3 Comparison of predicted cell potentials (solid lines) with the


Figure 4.4 Comparison of prediciced cell potentials (solid liness with the experimental results (symbols)

## 5. Fuel cell - future direction

In this section, we will give a brief description of a different electrochemical power systems, fuel cells; whose mathmatical modeling is related to but more complicated to that of lithium-ion battery. We will only discuss the proton exchange membrance (PEM) fuel cell as an example of fuel cells. Proton
exchange membrane fuel cell engines can potentially replace the internal combustion engine because they are clean, energy-efficient, quiet, fuel-flexible, and quickly starting up due to low-temperature operation. Since it usually involves simultaneously electrochemical reaction, hydrodynamics, current distribution, transport and diffusion, heat transfer and mixture and multiple phase materials, a complete model that includes all these effect and their interactions is needed.


The PEM fuel cell to be modeled is schematically shown in Figure 5 and divided into seven sub-regions: the anode gas channel, gas-diffusion anode, anode catalyst layer, ionomeric membrane, cathode catalyst layer, gas-diffusion cathode, and cathode flow channel. The present model considers the anode feed consisting of hydrogen, water vapor and nitrogen in order to simulate reformate gas ( CO will be added in Part IV concerning CO-poisoning effect), whereas humidified air is fed into the cathode channel. Hydrogen oxidation and oxygen reduction reactions are considered to occur only within the active catalyst layers where $\mathrm{Pt} / \mathrm{C}$ catalysts are intermixed uniformly with recast ionomer. Only a single phase model is given below. The reader should consult Um et al. [27] and Um and Wang [28] for other details of the reformate/air PEM fuel cell model, Mench et al. [18] and Wang et al. [25] for two-phase model and other fuel cell models.

The mathematical model for the PEM fuel cell is derived through different conservation law and balance laws.

Conservation of mass:

$$
\begin{equation*}
\frac{\partial(\epsilon \rho)}{\partial t}+\nabla \cdot(\epsilon \rho u)=0 \tag{31}
\end{equation*}
$$

where $\epsilon$ is the porosity, $\rho$ is the density that depends on the concentration of different species. $u$ is the flow velocity.

Conservation of momemtum:

$$
\begin{equation*}
\frac{1}{\epsilon}\left(\frac{\partial(\rho u)}{\partial t}+\nabla(\rho u u)\right)+\nabla p=\nabla \cdot\left(\frac{\mu}{\epsilon} \nabla u\right)+S_{u} \tag{32}
\end{equation*}
$$

where $p$ is the pressure, $\mu$ is the viscosity and $S_{u}$ is the fraction drag due that is equal to $-\frac{\mu}{K} u$ in the diffusion layers and zero elsewhere.

Conservation of species:

$$
\begin{equation*}
\frac{\partial\left(\epsilon c_{k}\right)}{\partial t}+\nabla \cdot\left(\epsilon c_{k} u\right)=\nabla \cdot\left(D_{k}^{e f f} \nabla c_{k}\right)+S_{k} \tag{33}
\end{equation*}
$$

where $c_{k}$ is the concentration of different species, $D_{k}^{e f f}$ is the effective diffusion constants and $S_{k}$ is the stoichiometry force that depends on the electric current density $j$ and the current $i_{e}$ in the catalyst layer and the membrane.

Distribution of charge:

$$
\begin{equation*}
\nabla \cdot\left(K_{k}^{e f f} \nabla \Phi_{e}\right)=-S_{\Phi} \tag{34}
\end{equation*}
$$

where $S_{\Phi}$ is the force that is equal to the current only on the catalyst layer.
Conservation of heat:

$$
\begin{equation*}
\frac{\partial\left(\epsilon \rho c_{p} T\right)}{\partial t}+\nabla \cdot\left(\rho c_{p} T u\right)=\nabla \cdot\left(K^{e f f} \nabla T\right)+S_{T} \tag{35}
\end{equation*}
$$

where $T$ is the temperature, $K^{e f f}$ is the effective diffusion coefficient, $S_{T}$ is only in the catalyst layer and the membrane, depending on $j$ and $i_{e}$. The boundary condition of $u$ is that it is zero on the interface between the diffusion layers and the catalyst layers.

Modeling and simulation of fuel cell are more complicated than that of the batteries. Comparision with the battery models, there are following new features for the fuel cell models:

Input and output. For the batteries, all the materials and produces are inside the batteries, and they are reusable during another charge/discharge cycle. But for fuel cells, this is a different story. There are fuel and oxidizer input, and produce output during the working process of fuel cell. No charge is needed for next time using. It is supposed to be powerful enough for future's long time usage, such as automotive engine and so on.

Mass and momentum equations. The flow convection, which is ignored for most battery models, is very important for fuel cells. The mass and momentum equations are coupled with the potential, concentration and heat equations;
so the system of the governing equations are more difficult to analyze and simulate.

Complex geometry and 3-d model. For the modeling of the batteries, 2-d model is mostly enough, and sometimes 1-d model also makes sense. 3-d fuel cell models should be considered for the purpose of validation and prediction, because of much more complicated geometry and phenomenon. One can image that the number of the nodes during simulation for the fuel cell is much larger than that for batteries.
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#### Abstract

We investigate the fully discrete schemes of the nonlinear Galerkin method with variable modes for solving the Kuramoto-Sivashinsky equation. We address also the problem of error analysis for the approximate solutions. Theoretical and numerical verification shows that we can change appropriately the number of modes of the small structure components which will lead the discretization to the higher precision than usual.
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## 1. Introduction

The nonlinear Galerkin methods introduced by Marion and Temam in [7] are well-suited algorithms for the numerical computation of various nonlinear evolution equations over large intervals of time. Many authors make use of these tools to the long-term integration of the Navier-Stokes equations. (See, e.g., [2,6] etc.)

We explore the usage of the nonlinear Galerkin methods for the numerical integration of the Kuramoto-Sivashinsky equations. Taking into account the choice of modes of small structure components, one can obtain a truncation with lower error. This observation motivated the theoretical study and the practical implementation of the nonlinear Galerkin methods with variable modes. We consider two discrete schemes. One is explicit while another is implicit. By virtue of a discrete analogue of Gronwall lemma, we are able to analyze the error of these schemes. The estimates of the fully discrete errors show that the approximate solutions $\left\{y_{m}^{(n)}+z_{s(m)}^{(n)}\right\}$ are far more accurate than what the classical Galerkin methods and the standard nonlinear Galerkin methods provide. Other results, however, especially for the numerical computations with the methods, have been reported elsewhere.

This paper is constructed as follows: Section 2 recalls some preliminaries and the theoretical background. In Section 3 we establish and describe the schemes of the fully discrete system based on our nonlinear Galerkin methods and we provide in Section 4 some useful lemmas. Finally, in Section 5 we present and prove the estimates theorems for errors produced by the two computational schemes, showing a significant gain in the order of precision.

## 2. Preliminaries and Notations

The one-dimensional Kuramoto-Sivashinsky equations in the primitive formulation are written as:

$$
\begin{gather*}
\frac{\partial u}{\partial t}+\nu \frac{\partial^{4} u}{\partial x^{4}}+\frac{\partial^{2} u}{\partial x^{2}}+u \frac{\partial u}{\partial x}=0 \quad x \in\left(-\frac{l}{2}, \frac{l}{2}\right), t>0  \tag{2.1}\\
u(x+l, t)=u(x, t)  \tag{2.2}\\
u(x, 0)=u_{0}(x) \tag{2.3}
\end{gather*}
$$

where $\nu>0$ is an arbitrary constant and $u_{0}(x)$ is $l$-periodic and of zero mean.
Define two spaces by $H=\left\{u \left\lvert\, u \in L^{2}\left(-\frac{l}{2}, \frac{l}{2}\right)\right.\right.$, u is odd $\}, V=H_{p}^{2}(-$ $\left.\frac{l}{2}, \frac{l}{2}\right) \cap H$. Here the $H_{p}^{2}(\cdot, \cdot)$ denotes the 2 -order Sobolev space of periodic functions. As usual, we denote $H^{q}$ the $q$-order Sobolev space, for any $q \in \mathbf{N}^{+}$.

For $u \in H$ and $v \in V$ we denote the norms in $H$ and $V$ by $|u|=$ $\left\{\int_{-\frac{l}{2}}^{\frac{l}{2}}|u(x)|^{2} d x\right\}^{1 / 2}$ and $\|v\|=\left\{\int_{-\frac{l}{2}}^{\frac{l}{2}}\left(D^{2} v(x)\right)^{2} d x\right\}^{\frac{1}{2}}$ respectively, where $D=\frac{\partial}{\partial x}$. As shown in [11] (Chapter III, Section 4) this definition leads to a norm for $l$-periodic functions. The corresponding scalar products will be denoted by $(\cdot, \cdot)$ and $((\cdot, \cdot))$ respectively. With these scalar products, both $H$ and $V$ are Hilbert spaces.

As usual let $A=\frac{\partial^{4}}{\partial x^{4}}$ be an operator in $H$ with domain $D(A)=H_{p}^{4}(-$ $\left.\frac{l}{2}, \frac{l}{2}\right) \cap H$ and define the bilinear operator $B(\cdot, \cdot)$ by $(B(u, v), w)=\int_{-\frac{l}{2}}^{\frac{l}{2}} u \frac{\partial v}{\partial x} w d x$ $\forall u, v, w \in V$. In particular, we denote $B(u)=B(u, u) \quad \forall u$. Choosing $\phi=\phi(x)$ suitably, we have an $\alpha>0$ such that

$$
\begin{equation*}
((\nu A+C) u, u) \geq \alpha\|u\|^{2} \quad \forall u \in D(A) \tag{2.4}
\end{equation*}
$$

where

$$
C u=\left\{\begin{array}{ll}
\frac{\partial^{2} u}{\partial x^{2}}, & l<2 \pi \\
\frac{\partial^{2} u}{\partial x^{2}}+\phi \frac{\partial u}{\partial x}+\phi^{\prime} u, & l \geq 2 \pi
\end{array} \quad ; f= \begin{cases}0, & l<2 \pi \\
-\nu \phi^{(4)}-\phi^{\prime \prime}-\phi \phi^{\prime}, & l \geq 2 \pi\end{cases}\right.
$$

Evidently, $f$ is independent of time.
Using the above notation, the system (2.1)-(2.3) is equivalent to the following functional differential equation (see, e.g., $[12,16]$ etc).

$$
\begin{gather*}
\frac{d}{d t} u+\nu A u+B(u)+C u=f  \tag{2.5}\\
u(0)=u_{0} \tag{2.6}
\end{gather*}
$$

For results concerning existence, uniqueness, and regularity of solutions to (2.5),(2.6) the reader is referred to, for instance, [9] and [12].

We recall the following inequalities which are satisfied by $B(u, v)$. (Note that, here and elsewhere in this work, $c_{1}, c_{2}, c_{3}, \ldots$, denote positive absolute constants or nondimensional positive constants that depend at most on l.)

$$
\begin{gather*}
|(B(u, v), w)| \leq c_{1}|u|^{\frac{1}{2}}\|u\|^{\frac{1}{2}}\|v\||w|^{\frac{1}{2}}\|w\|^{\frac{1}{2}} \quad \forall u, v, w \in V  \tag{2.7}\\
|B(u, v)| \leq c_{2}|u|^{\frac{1}{2}}\|u\|^{\frac{1}{2}}\|v\|^{\frac{1}{2}}|A v|^{\frac{1}{2}} \quad \forall u \in V, v \in D(A)  \tag{2.8}\\
|B(u, v)| \leq c_{3}|u|^{\frac{1}{2}}|A u|^{\frac{1}{2}}\|v\| \forall u, v \in D(A)  \tag{2.9}\\
|B(u, v)| \leq c_{4}\left(1+\log \frac{|A u|^{2}}{\lambda_{1}\|u\|^{2}}\right)^{\frac{1}{2}}\|u\|\|v\| \quad \forall u \in D(A), v \in V  \tag{2.10}\\
|B(u, v)| \leq c_{5}\left(3-\frac{\lambda_{1}\|u\|^{2}}{\tau|A u|^{2}}\right)^{\frac{1}{2}}\|u\|\|v\| \quad(\tau>0) \quad \forall u \in D(A), v \in V \tag{2.11}
\end{gather*}
$$

In addition, the operator $B$ enjoys the following property:

$$
\begin{equation*}
(B(u, u), u)=0 \quad \forall u \in V \tag{2.12}
\end{equation*}
$$

It is well-known that $A$ is a linear unbounded self-adjoint positive operator, with $A^{-1}$ compact. Since $D(A) \subset H$ is dense, then $H$ has an orthonormal basis $\left\{w_{j}\right\}_{j=1}^{\infty}$ of eigenvectors of the operator $A, A w_{j}=\lambda_{j} w_{j}, \quad j=1,2, \ldots$, $0<\lambda_{1} \leq \lambda_{2} \leq \ldots$ It is also well-known that there exist constants $M_{0}$ and $M_{1}$, which depend on $\nu,|f|$, and $\lambda_{1}$, such that for every solution $u(t)$ of (2.5), (2.6) there is a time $t_{*}$ depending on $u_{0}, \nu,|f|$, and $\lambda_{1}$ such that $|u(t)| \leq M_{0}$, $\|u(t)\| \leq M_{1} \forall t \geq t_{*}$. In particular if $u_{0}$ belongs to the global attractor then these inqualities hold for all $t \in \mathbf{R}$.

## 3. Nonlinear Galerkin Approximation and Discrete Schemes

Let $m$ be a cut-off value and define
$P_{m}$ : the projection operator of $H$ onto $W_{m}=\operatorname{span}\left\{w_{1}, \ldots, w_{m}\right\}$.
We set $s=s(m) \in N$ another integer associated with $m$. The nonlinear Galerkin method with variable modes is implemented by looking for an approximate solution $y_{m}+z_{s(m)}$ of the problem (2.5), (2.6) of the form $y_{m}(t)=\sum_{j=1}^{m} g_{j m}(t) w_{j}, y_{m}: \mathbf{R}^{+} \rightarrow W_{m}$. The function $y_{m}$ is determined by the resolution of a system involving another function $z_{s}$, where

$$
z_{s(m)}(t)=\sum_{j=m+1}^{m+s} h_{j m}(t) w_{j}, \quad z_{s}: \mathbf{R}^{+} \rightarrow \tilde{W}_{s}=\operatorname{span}\left\{w_{m+1}, w_{m+2}, \ldots, w_{m+s}\right\}
$$

Taking into account the above approximation, the pair $\left(y_{m}, z_{s}\right)$ verifies the coupled system

$$
\begin{gather*}
\frac{d y_{m}}{d t}+\nu A y_{m}+P_{m}\left(B\left(y_{m}, y_{m}\right)+B\left(y_{m}, z_{s}\right)+B\left(z_{s}, y_{m}\right)\right)+C y_{m}=P_{m} f  \tag{3.1}\\
\quad \nu A z_{s}+\left(P_{s+m}-P_{m}\right) B\left(y_{m}, y_{m}\right)+C z_{s}=\left(P_{s+m}-P_{m}\right) f \tag{3.2}
\end{gather*}
$$

together with

$$
\begin{equation*}
y_{m}(0)=P_{m} u_{0} \tag{3.3}
\end{equation*}
$$

Define by $b$ the trilinear form on $V, b(u, v, w)=<B(u, v), w>_{V^{\prime}, V}$, $\forall u, v, w \in V$. Therefore, the system (3.1)-(3.3) is equivalent to

$$
\frac{d}{d t}\left(y_{m}, v\right)+\left((\nu A+C) y_{m}, v\right)+b\left(y_{m}, y_{m}, v\right)+b\left(y_{m}, z_{s}, v\right)+b\left(z_{s}, y_{m}, v\right)
$$

$$
\begin{gather*}
=(f, v), \quad \forall v \in W_{m}  \tag{3.4}\\
\left((\nu A+C) z_{s}, \tilde{v}\right)+b\left(y_{m}, y_{m}, \tilde{v}\right)=(f, \tilde{v}), \quad \forall \tilde{v} \in \tilde{W}_{s}  \tag{3.5}\\
\left(y_{m}(0), v\right)=\left(u_{0}, v\right), \quad \forall v \in W_{m} \tag{3.6}
\end{gather*}
$$

The convergence of this kind of nonlinear Galerkin method has been proved in [16] (with $\nu=1$ ). To minimize the error made by the approximation, it is reasonable to choose an approximate number $s=s(m)$ of small wavelengths modes. Usually, we set

$$
\begin{equation*}
s=s_{m}=\gamma \cdot \max \left\{m[\sqrt{m}], m\left[m^{\frac{4}{\sigma}}\right]\right\}-m \tag{3.7}
\end{equation*}
$$

Our aim in this paper is to study the time discretization of this method.
Two schemes of full discretization are used here.
Scheme (I).

$$
\begin{gather*}
\frac{y_{m}^{(n+1)}-y_{m}^{(n)}}{\tau}+(\nu A+C) y_{m}^{(n+1)}+P_{m}\left(B\left(y_{m}^{(n+1)}\right)+B\left(y_{m}^{(n+1)}, z_{s}^{(n+1)}\right)\right. \\
 \tag{3.8}\\
\left.+B\left(z_{s}^{(n+1)}, y_{m}^{(n+1)}\right)\right)=P_{m} f  \tag{3.9}\\
(\nu A+C) z_{s}^{(n+1)}+\left(P_{m+s}-P_{m}\right) B\left(y_{m}^{(m+1)}\right)=\left(P_{m+s}-P_{m}\right) f
\end{gather*}
$$

Obviously, it is an implicit scheme which needs to be solved by iterative method.
Scheme (II)

$$
\begin{gather*}
\frac{y_{m}^{(n+1)}-y_{m}^{(n)}}{\tau}+(\nu A+C) y_{m}^{(n+1)}+P_{m}\left\{B\left(y_{m}^{(n)}\right)+B\left(y_{m}^{(n)}, z_{s}^{(n)}\right)\right. \\
\left.+B\left(z_{s}^{(n)}, y_{m}^{(n)}\right)\right\}=P_{m} f  \tag{3.10}\\
(\nu A+C) z_{s}^{(n+1)}+\left(P_{m+s}-P_{m}\right) B\left(y_{m}^{(n+1)}\right)=\left(P_{m+s}-P_{m}\right) f \tag{3.11}
\end{gather*}
$$

This scheme is an explicit one. One can solve $\left(y_{m}^{(n+1)}, z_{s}^{(n+1)}\right)$ directly

$$
\left\{\begin{aligned}
y_{m}^{(n+1)}= & (I+\tau(\nu A+C))^{-1}\left(y_{m}^{(n)}-\tau P_{m}\left\{B\left(y_{m}^{(n)}\right)+B\left(y_{m}^{(n)}, z_{s}^{(n)}\right)\right.\right. \\
& \left.\left.+B\left(z_{s}^{(n)}, y_{m}^{(n)}\right)-f\right\}\right) \\
z_{s}^{(n+1)}= & z_{s(m)}^{(n+1)}=-(\nu A+C)^{-1}\left(P_{m+s}-P_{m}\right)\left(B\left(y_{m}^{(n+1)}\right)-f\right)
\end{aligned}\right.
$$

## 4. Some Lemmas

In order to give the error estimates of our schemes, we need the following lemmas.

Lemma 4.1 For the linear operator $C$, we have

$$
\begin{equation*}
|C u| \leq c_{6}\|u\| \quad \forall u \in V \tag{4.1}
\end{equation*}
$$

Lemma 4.2 For any integer $m^{\prime}>m$ and $v \in\left(P_{m^{\prime}}-P_{m}\right) H$, it holds that

$$
\begin{equation*}
\frac{1}{\nu \lambda_{m^{\prime}}+c_{6} \lambda_{m^{\prime}}^{\frac{1}{2}}}|v| \leq\left|(\nu A+C)^{-1} v\right| \leq \frac{1}{\alpha \lambda_{m+1}}|v| \tag{4.2}
\end{equation*}
$$

Lemma 4.3 If $Y(t) \geq 0(Y(0)=0), X(t) \geq 0, g(t) \geq 0$ and $h(t) \geq 0$ satisfy

$$
\begin{equation*}
Y^{\prime}(t)+X(t) \leq g(t) Y(t)+h(t) \quad \forall t \geq 0 \tag{4.3}
\end{equation*}
$$

then

$$
\begin{equation*}
Y(t)+\int_{0}^{t} X(\xi) d \xi \leq \int_{0}^{t} h(\xi) \mathrm{e}^{\int_{\xi}^{t} g(\eta) d \eta} d \xi \tag{4.4}
\end{equation*}
$$

Lemma 4.4 Suppose that there are sequences $Y_{i}>0, g_{i}>0, h_{i}>0$ and a constant $\tau>0$ such that

$$
\begin{equation*}
Y_{n} \leq \tau \sum_{i=0}^{n-1}\left(g_{i} Y_{i}+h_{i}\right)+H_{0} \quad n=1,2, \ldots \tag{4.5}
\end{equation*}
$$

If, in addition, $\tau \sum_{i=1}^{\infty} g_{i} \leq \mu_{1}, \tau \sum_{i=1}^{\infty} h_{i} \leq \mu_{2}$, then

$$
\begin{equation*}
Y_{n} \leq\left(\tau\left(g_{0} Y_{0}+h_{0}\right)+H_{0}+\mu_{2}\right) \mathrm{e}^{\mu_{1}} \quad n=1,2, \ldots \tag{4.6}
\end{equation*}
$$

Lemma 4.5 Suppose that the initial data $u_{0},\left(u_{t}\right)_{0},\left(u_{t t}\right)_{0}$ are in $H$. Then we have

$$
\begin{array}{r}
u, u_{t}, u_{t t} \in L^{\infty}\left(\mathbf{R}^{+} ; H\right) \cap L^{2}\left(\mathbf{R}^{+} ; V\right), \text { for } l<2 \pi \\
u, u_{t}, u_{t t} \in L^{\infty}([0, T] ; H) \cap L^{2}([0, T] ; V), \text { for } l \geq 2 \pi . \tag{4.8}
\end{array}
$$

## Lemma 4.6 Denote

$$
\begin{equation*}
u-\left(y_{m}^{(n)}+z_{s}^{(n)}\right)=\rho^{(n)}+\theta^{(n)} \tag{4.9}
\end{equation*}
$$

where

$$
\begin{gathered}
\rho^{(n)}(x)=u\left(x, t_{n}\right)-P_{m+s} u\left(x, t_{n}\right), \theta^{(n)}(x)=\theta_{1}^{(n)}(x)+\theta_{2}^{(n)}(x), \\
\theta_{1}^{(n)}(x)=P_{m} u\left(x, t_{n}\right)-y_{m}^{(n)}(x), \theta_{2}^{(n)}(x)=P_{m+s} u\left(x, t_{n}\right)-P_{m} u\left(x, t_{n}\right)-z_{s}^{(n)}(x) .
\end{gathered}
$$

Then, for the Scheme (I), the $\theta^{(n)}(x)$ satisfies

$$
\frac{\theta_{1}^{(n+1)}-\theta_{1}^{(n)}}{\tau}+(\nu A+C) \theta_{1}^{(n+1)}+
$$

$$
\begin{align*}
P_{m}\left\{B\left(u\left(t_{n+1}\right)\right)-\right. & \left.\left(B\left(y_{m}^{(n+1)}\right)+B\left(y_{m}^{(n+1)}, z_{s}^{(n+1)}\right)+B\left(z_{s}^{(n+1)}, y_{m}^{(n+1)}\right)\right)\right\} \\
& =P_{m}\left\{\frac{u\left(t_{n+1}\right)-u\left(t_{n}\right)}{\tau}-u_{t}\left(t_{n+1}\right)\right\} \tag{4.10}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\theta_{2}^{(n+1)}-\theta_{2}^{(n)}}{\tau}+(\nu A+C) \theta_{2}^{(n+1)}+\left(P_{m+s}-P_{m}\right)\left\{B\left(u\left(t_{n+1}\right)\right)-B\left(y_{m}^{(n+1)}\right)\right\} \\
& =\left(P_{m+s}-P_{m}\right)\left\{\frac{u\left(t_{n+1}\right)-u\left(t_{n}\right)}{\tau}-u_{t}\left(t_{n+1}\right)\right\}-\frac{z_{s}^{(n+1)}-z_{s}^{(n)}}{\tau} . \square(4.11) \tag{4.11}
\end{align*}
$$

Lemma 4.7 Using the same notation of Lemma 4.6, we know that, for the Scheme (II), the $\theta^{(n)}(x)$ satisfies

$$
\begin{align*}
& \frac{\theta_{1}^{(n+1)}-\theta_{1}^{(n)}}{\tau}+(\nu A+C) \theta_{1}^{(n+1)}+P_{m}\left\{B\left(u\left(t_{n+1}\right)\right)-\left(B\left(y_{m}^{(n)}\right)+B\left(y_{m}^{(n)}, z_{s}^{(n)}\right)\right.\right. \\
& \left.\left.\quad+B\left(z_{s}^{(n)}, y_{m}^{(n)}\right)\right)\right\}=P_{m}\left\{\frac{u\left(t_{n+1}\right)-u\left(t_{n}\right)}{\tau}-u_{t}\left(t_{n+1}\right)\right\} \tag{4.12}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\theta_{2}^{(n+1)}-\theta_{2}^{(n)}}{\tau}+(\nu A+C) \theta_{2}^{(n+1)}+\left(P_{m+s}-P_{m}\right)\left\{B\left(u\left(t_{n+1}\right)\right)-B\left(y_{m}^{(n+1)}\right)\right\} \\
& =\left(P_{m+s}-P_{m}\right)\left\{\frac{u\left(t_{n+1}\right)-u\left(t_{n}\right)}{\tau}-u_{t}\left(t_{n+1}\right)\right\}-\frac{z_{s}^{(n+1)}-z_{s}^{(n)}}{\tau} . \square \tag{4.13}
\end{align*}
$$

## 5. Error Estimates

For the error estimates of the fully discrete system, we focus, at first, on the case $l<2 \pi$.

### 5.1 Scheme (I):

Proposition 5.1 If $u_{0}$ is in $H$, then we have

$$
\begin{gather*}
\tau \sum_{n=1}^{\infty}\left(\left\|y_{m}^{(n)}\right\|^{2}+\left\|z_{s}^{(n)}\right\|^{2}\right) \leq \frac{1}{2 \alpha}\left\|y_{m}^{(0)}\right\|^{2}  \tag{5.1}\\
\sum_{n=1}^{\infty}\left|y_{m}^{(n+1)}-y_{m}^{(n)}\right|^{2} \leq\left|y_{m}^{(0)}\right|^{2}  \tag{5.2}\\
\left|y_{m}^{(n)}\right| \leq\left|y_{m}^{(0)}\right| n=1,2, \ldots \square \tag{5.3}
\end{gather*}
$$

Proposition 5.2 If $u_{0}$ is in $V$, then we have

$$
\begin{equation*}
\tau \sum_{n=1}^{\infty}\left|A y_{m}^{(n)}\right|^{2} \leq \kappa_{1}, \quad \tau \sum_{n=1}^{\infty}\left|A z_{s}^{(n)}\right|^{2} \leq \kappa_{2}, \quad\left\|y_{m}^{(n)}\right\|^{2} \leq \kappa_{3} \tag{5.4}
\end{equation*}
$$

where $\kappa_{1}, \kappa_{2}$ and $\kappa_{3}$ are positive constants depending on $\alpha, \beta$ and $\left\|y_{m}^{(0)}\right\|^{2}$.
Proposition 5.3 If $u_{0}$ is in $\mathrm{H}^{\sigma+2}$, then we have

$$
\begin{equation*}
\tau \sum_{n=1}^{\infty}\left(\left\|A y_{m}^{(n)}\right\|_{H^{\sigma}}^{2}+\left\|A z_{s}^{(n)}\right\|_{H^{\sigma}}^{2}\right) \leq \kappa_{4}, \quad\left\|A^{\frac{1}{2}} y_{m}^{(n)}\right\|_{H^{\sigma}} \leq \kappa_{5}, \quad n=1,2, \ldots \tag{5.5}
\end{equation*}
$$

where $\kappa_{4}, \kappa_{5}$ are positive constants depending on $\alpha, \beta$ and $\left\|y_{m}^{(0)}\right\|_{H^{\sigma+2}}$.
Proposition 5.4 If $u_{0}$ is in $\mathrm{H}^{\sigma+2}$, then we have

$$
\begin{equation*}
\tau \sum_{n=1}^{\infty}\left\|\frac{\left(y_{m}^{(n+1)}\right)^{2}-\left(y_{m}^{(n)}\right)^{2}}{\tau}\right\|_{H^{\sigma}}^{2} \leq \kappa_{6} \tag{5.6}
\end{equation*}
$$

where $\kappa_{6}$ is also a constant depending only on $\alpha, \beta$ and $\left\|y_{m}^{(0)}\right\|_{H^{\sigma+2}}$.
The following results tell us the approximate orders of our discretization.
Theorem 5.5 Let us suppose that $u_{0}$ is in $H^{\sigma+2}$. Then, for $\tau$ sufficiently small and $m$ sufficiently large, we have

$$
\begin{gather*}
\left|u\left(t_{n}\right)-\left(y_{m}^{(n)}+z_{s}^{(n)}\right)\right|=O\left((m+s)^{-\sigma}+\lambda_{m+1}^{-1} m^{-\sigma}+\tau\right)  \tag{5.7}\\
\text { uniformly for } n=1,2, \ldots \\
\tau \sum_{n=0}^{\infty} \| u\left(t_{n}\right)-\left(y_{m}^{(n)}+z_{s}^{(n)} \|^{2}=O\left((m+s)^{-2 \sigma}+\lambda_{m+1}^{-2} m^{-2 \sigma}+\tau^{2}\right)\right. \tag{5.8}
\end{gather*}
$$

Proof. By Lemma 4.6, we take inner product of (4.10) with $\theta_{1}^{(n+1)}$. It gives

$$
\begin{aligned}
& \frac{1}{2 \tau}\left(\left|\theta_{1}^{(n+1)}\right|^{2}-\left|\theta_{1}^{(n)}\right|^{2}+\left|\theta_{1}^{(n+1)}-\theta_{1}^{(n)}\right|^{2}\right)+\left((\nu A+C) \theta_{1}^{(n+1)}, \theta_{1}^{(n+1)}\right) \\
&=-\int_{-\frac{l}{2}}^{\frac{l}{2}}\left\{B\left(u\left(t_{n+1}\right)\right)-\left(B\left(y_{m}^{(n+1)}\right)+B\left(y_{m}^{(n+1)}, z_{s}^{(n+1)}\right)\right.\right. \\
&\left.\left.+B\left(z_{s}^{(n+1)}, y_{m}^{(n+1)}\right)\right)\right\} \theta_{1}^{(n+1)} d x \\
&+\int_{-\frac{l}{2}}^{\frac{l}{2}}\left(\frac{u\left(t_{n+1}\right)-u\left(t_{n}\right)}{\tau}-u_{t}\left(t_{n+1}\right)\right) \theta_{1}^{(n+1)} d x
\end{aligned}
$$

By using (2.4) and the Sobolev Imbedding Theorem, we obtain

$$
\left|\theta_{1}^{(n+1)}\right|^{2}-\left|\theta_{1}^{(n)}\right|^{2}+\left|\theta_{1}^{(n+1)}-\theta_{1}^{(n)}\right|^{2}+2 \tau \alpha\left\|\theta_{1}^{(n+1)}\right\|^{2}
$$

$$
\begin{gather*}
\leq \tau\left(\sup _{x}\left\{\left|u\left(x, t_{n+1}\right)+y_{m}^{(n+1)}(x)+z_{s}^{(n+1)}(x)\right|\right\}\right. \\
\cdot\left|u\left(t_{n+1}\right)-\left(y_{m}^{(n+1)}+z_{s}^{(n+1)}\right)\right| \cdot\left|\frac{\partial \theta_{1}^{(n+1)}}{\partial x}\right| \\
\left.+\int_{-\frac{l}{2}}^{\frac{l}{2}}\left|B\left(z_{s}^{(n+1)}\right)\right|\left|\theta_{1}^{(n+1)}\right| d x+2\left|\frac{u\left(t_{n+1}\right)-u\left(t_{n}\right)}{\tau}-u_{t}\left(t_{n+1}\right)\right| \cdot\left|\theta_{1}^{(n+1)}\right|\right) \\
\leq \alpha \tau\left\|\theta_{1}^{(n+1)}\right\|^{2}+\frac{\tau}{\alpha} c_{8}\left\{\| u ( t _ { n + 1 } ) + y _ { m } ^ { ( n + 1 ) } + z _ { s } ^ { ( n + 1 ) } \| ^ { 2 } \left(\left|\rho^{(n+1)}\right|^{2}\right.\right. \\
\left.\left.+\left|\theta_{1}^{(n+1)}\right|^{2}+\left|\theta_{2}^{(n+1)}\right|^{2}\right)+\left\|z_{s}^{(n+1)}\right\|^{2}\left|z_{s}^{(n+1)}\right|^{2}+\tau \int_{t_{n}}^{t_{n+1}}\left|u_{t t}\right|^{2} d t\right\} \tag{5.9}
\end{gather*}
$$

Upon taking inner product of (4.11) with $\theta_{2}^{(n+1)}$ and using (2.4) we find

$$
\begin{gather*}
\left|\theta_{2}^{(n+1)}\right|^{2}-\left|\theta_{2}^{(n)}\right|^{2}+\left|\theta_{2}^{(n+1)}-\theta_{2}^{(n)}\right|^{2}+2 \tau \alpha\left\|\theta_{2}^{(n+1)}\right\|^{2} \\
\quad \leq \tau\left(\sup _{x}\left\{\left|u\left(x, t_{n+1}\right)+y_{m}^{(n+1)}(x)\right|\right\} \cdot\left|u\left(t_{n+1}\right)-y_{m}^{(n+1)}\right| \cdot\left|\frac{\partial \theta_{2}^{(n+1)}}{\partial x}\right|\right. \\
\left.+2\left|\frac{u\left(t_{n+1}\right)-u\left(t_{n}\right)}{\tau}-u_{t}\left(t_{n+1}\right)\right| \cdot\left|\theta_{2}^{(n+1)}\right|+2\left|\int_{-\frac{l}{2}}^{\frac{l}{2}}\left(\frac{z_{s}^{(n+1)}-z_{s}^{(n)}}{\tau}\right) \theta_{2}^{(n+1)} d x\right|\right) \\
\leq \frac{\alpha \tau}{2}\left\|\theta_{2}^{(n+1)}\right\|^{2}+\frac{\tau}{\alpha} c_{9}\left\{\| u ( t _ { n + 1 } ) + y _ { m } ^ { ( n + 1 ) } \| ^ { 2 } \left(\left|\rho^{(n+1)}\right|^{2}+\left|\theta_{1}^{(n+1)}\right|^{2}+\left|\theta_{2}^{(n+1)}\right|^{2}\right.\right. \\
\left.\left.+\left|z_{s}^{(n+1)}\right|^{2}\right)+\tau \int_{t_{n}}^{t_{n+1}}\left|u_{t t}\right|^{2} d t\right\}+2 \tau\left|\int_{-\frac{l}{2}}^{\frac{l}{2}}\left(\frac{z_{s}^{(n+1)}-z_{s}^{(n)}}{\tau}\right) \theta_{2}^{(n+1)} d x\right| . \tag{5.10}
\end{gather*}
$$

By Lemma 4.2, we know that (see also [16])

$$
\begin{aligned}
& =\left|\int_{-\frac{l}{2}}^{\frac{l}{2}}\left(\frac{z_{s}^{(n+1)}-z_{s}^{(n)}}{\tau}\right) \theta_{2}^{(n+1)} d x\right| \\
& =\left|\int_{-\frac{l}{2}}^{\frac{l}{2}}(\nu A+C)^{-1}\left(P_{m+s}-P_{m}\right)\left(\frac{B\left(y_{m}^{(n+1)}\right)-B\left(y_{m}^{(n)}\right)}{\tau}\right) \theta_{2}^{(n+1)} d x\right| \\
& \leq \frac{1}{\alpha \lambda_{m+1}}\left|\left(P_{m+s}-P_{m}\right)\left(\frac{\left(y_{m}^{(n+1)}\right)^{2}-\left(y_{m}^{(n)}\right)^{2}}{\tau}\right)\right|\left|\frac{\partial \theta_{2}^{(n+1)}}{\partial x}\right| \\
& \leq \frac{1}{\alpha \lambda_{m+1}} c_{9}^{\prime}\left(\frac{1}{m^{\sigma}}+\frac{1}{(m+s)^{\sigma}}\right)\left\|\frac{\left(y_{m}^{(n+1)}\right)^{2}-\left(y_{m}^{(n)}\right)^{2}}{\tau}\right\|_{H^{\sigma}}\left\|\theta_{2}^{(n+1)}\right\|
\end{aligned}
$$

$$
\begin{equation*}
\leq \frac{\alpha}{4}\left\|\theta_{2}^{(n+1)}\right\|^{2}+\frac{c_{10}}{\alpha^{3} \lambda_{m+1}^{2} m^{2 \sigma}}\left\|\frac{\left(y_{m}^{(n+1)}\right)^{2}-\left(y_{m}^{(n)}\right)^{2}}{\tau}\right\|_{H^{\sigma}}^{2} \tag{5.11}
\end{equation*}
$$

Note that $\left\|z_{s}^{(n+1)}\right\|=O\left(\lambda_{m}^{-1} m^{-\sigma}\right)$. Hence, we add (5.9) and (5.10) and sum $n$ from 0 to $k$, we obtain

$$
\begin{gathered}
\left|\theta_{1}^{(k+1)}\right|^{2}+\left|\theta_{2}^{(k+1)}\right|^{2}+\alpha \tau \sum_{n=0}^{k}\left(\left\|\theta_{1}^{(n+1)}\right\|^{2}+\left\|\theta_{2}^{(n+1)}\right\|^{2}\right) \\
+\sum_{n=0}^{k}\left(\left|\theta_{1}^{(n+1)}-\theta_{1}^{(n)}\right|^{2}+\left|\theta_{2}^{(n+1)}-\theta_{2}^{(n)}\right|^{2}\right) \\
\leq c(\alpha) \cdot \tau \sum_{n=0}^{k} \xi_{n}^{2}\left(\left|\rho^{(n+1)}\right|^{2}+\left|\theta_{1}^{(n+1)}\right|^{2}+\left|\theta_{2}^{(n+1)}\right|^{2}+\frac{1}{\lambda_{m+1}^{2} m^{2 \sigma}}+\tau^{2}\right)
\end{gathered}
$$

where $c(\alpha)>0$ is a constant depending on $\alpha$, and

$$
\begin{aligned}
\xi_{n}^{2}= & \max \left\{\left\|u\left(t_{n+1}\right)+y_{m}^{(n+1)}+z_{s}^{(n+1)}\right\|^{2},\left\|u\left(t_{n+1}\right)+y_{m}^{(n+1)}\right\|^{2},\right. \\
& \left.\frac{1}{\tau} \int_{t_{n}}^{t_{n+1}}\left|u_{t t}\right|^{2} d t,\left\|\frac{\left(y_{m}^{(n+1)}\right)^{2}-\left(y_{m}^{(n)}\right)^{2}}{\tau}\right\|_{H^{\sigma}}^{2}\right\}
\end{aligned}
$$

Clearly, Proposition 5.1 to Proposition 5.4 imply that $\sum_{n=1}^{\infty} \xi_{n}^{2}$ ( $\tau$ sufficiently small) is a convergent series. Now by using Lemma 4.4, and noticing that

$$
\left|\theta^{(n+1)}\right| \leq \sqrt{\left|\theta_{1}^{(n+1)}\right|^{2}+\left|\theta_{2}^{(n+1)}\right|^{2}}
$$

we can easily complete the proof of the theorem.
Theorem 5.6 Let us suppose that $u_{0}$ is in $H^{\sigma+2}$. Then, for $\tau$ sufficiently small and $m$ sufficiently large, we have also

$$
\begin{gather*}
\left\|u\left(t_{n}\right)-\left(y_{m}^{(n)}+z_{s}^{(n)}\right)\right\|=O\left((m+s)^{-\sigma}+\lambda_{m+1}^{-1} m^{-\sigma}+\tau\right)  \tag{5.12}\\
\sup _{x}\left|u\left(x, t_{n}\right)-\left(y_{m}^{(n)}(x)+z_{s}^{(n)}(x)\right)\right|=O\left((m+s)^{-\sigma}+\lambda_{m+1}^{-1} m^{-\sigma}+\tau\right) \\
\text { uniformly for } n=1,2, \ldots \\
\tau \sum_{n=0}^{\infty}\left|A u\left(t_{n}\right)-A\left(y_{m}^{(n)}+z_{s}^{(n)}\right)\right|^{2}=O\left((m+s)^{-2 \sigma}+\lambda_{m+1}^{-2} m^{-2 \sigma}+\tau^{2}\right) \tag{5.13}
\end{gather*}
$$

The procedure to prove this theorem can be extended similarly if we begin with the inner product of (4.13) with $A \theta_{1}^{(n+1)}$ and of (4.14) with $A \theta_{2}^{(n+1)}$.

Remark 5.1 (i) In the case of full discretization, it is well-known that the main part of the error by usual Galerkin method with $m$ modes is $m^{-\sigma}+\tau$.
(ii) For the nonlinear Galerkin method derived by Marion and Temam ${ }^{[7]}$, the error is measured to be $(2 m)^{-\sigma}+\tau$ which coincides with that of the classical Galerkin approximation with $2 m$ modes.
(iii) If the number $s$ of small wavelength modes is better chosen, say, $s=s_{m}$, then the error will reduce to $m^{-(4+\sigma)}+\tau$ which is the lowest one in the same discrete form.

### 5.2 Scheme (II)

For the values $y_{m}^{(n)}, z_{s}^{(n)}, n=1,2, \ldots$, produced by Scheme (II) at gridpoints $t_{n}=t_{0}+\tau n, n=1,2, \ldots$, the conclusions of Proposition 5.1 to Proposition 5.4 are also true. Using these conclusions, we go directly to the theorems for error.

Theorem 5.7 Let us suppose that $u_{0}$ is in $H^{\sigma+2}$. Then, for $\tau$ sufficiently small and $m$ sufficiently large, we have

$$
\begin{gather*}
\left|u\left(t_{n}\right)-\left(y_{m}^{(n)}+z_{s}^{(n)}\right)\right|=O\left((m+s)^{-\sigma}+\lambda_{m+1}^{-1} m^{-\sigma}+\tau\right)  \tag{5.15}\\
\text { uniformly for } n=1,2, \ldots \\
\tau \sum_{n=0}^{\infty} \| u\left(t_{n}\right)-\left(y_{m}^{(n)}+z_{s}^{(n)} \|^{2}=O\left((m+s)^{-2 \sigma}+\lambda_{m+1}^{-2} m^{-2 \sigma}+\tau^{2}\right)\right. \tag{5.16}
\end{gather*}
$$

Proof. By Lemma 4.7, the inner product of (4.12) with $\theta_{1}^{(n+1)}$ reduces to

$$
\begin{gathered}
\frac{1}{2 \tau}\left(\left|\theta_{1}^{(n+1)}\right|^{2}-\left|\theta_{1}^{(n)}\right|^{2}+\left|\theta_{1}^{(n+1)}-\theta_{1}^{(n)}\right|^{2}\right)+\left((\nu A+C) \theta_{1}^{(n+1)}, \theta_{1}^{(n+1)}\right) \\
=-\int_{-\frac{l}{2}}^{\frac{l}{2}}\left\{B\left(u\left(t_{n+1}\right)\right)-\left(B\left(y_{m}^{(n)}\right)+B\left(y_{m}^{(n)}, z_{s}^{(n)}\right)+B\left(z_{s}^{(n)}, y_{m}^{(n)}\right)\right)\right\} \theta_{1}^{(n+1)} d x \\
\quad+\int_{-\frac{l}{2}}^{\frac{l}{2}}\left(\frac{u\left(t_{n+1}\right)-u\left(t_{n}\right)}{\tau}-u_{t}\left(t_{n+1}\right)\right) \theta_{1}^{(n+1)} d x
\end{gathered}
$$

This leads to

$$
\begin{gathered}
\left|\theta_{1}^{(n+1)}\right|^{2}-\left|\theta_{1}^{(n)}\right|^{2}+\left|\theta_{1}^{(n+1)}-\theta_{1}^{(n)}\right|^{2}+2 \tau \alpha\left\|\theta_{1}^{(n+1)}\right\|^{2} \\
\leq \tau\left(\sup _{x}\left\{\left|u\left(x, t_{n}\right)+y_{m}^{(n)}(x)+z_{s}^{(n)}(x)\right|\right\} \cdot\left|u\left(t_{n}\right)-\left(y_{m}^{(n)}+z_{s}^{(n)}\right)\right| \cdot\left|\frac{\partial \theta_{1}^{(n+1)}}{\partial x}\right|\right.
\end{gathered}
$$

$$
\begin{align*}
&+\sup _{x}\left\{\left|u\left(x, t_{n+1}\right)+u\left(x, t_{n}\right)\right|\right\}\left|u\left(t_{n+1}\right)-u\left(t_{n}\right)\right|\left|\frac{\partial \theta_{1}^{(n+1)}}{\partial x}\right| \\
&+\left.\int_{-\frac{l}{2}}^{\frac{l}{2}}\left|B\left(z_{s}^{(n)}\right) \| \theta_{1}^{(n+1)}\right| d x\right)+2 \tau\left|\frac{u\left(t_{n+1}\right)-u\left(t_{n}\right)}{\tau}-u_{t}\left(t_{n+1}\right)\right| \cdot\left|\theta_{1}^{(n+1)}\right| \\
& \leq \alpha \tau\left\|\theta_{1}^{(n+1)}\right\|^{2}+\frac{\tau}{\alpha} c_{11}\left\{\left\|u\left(t_{n}\right)+y_{m}^{(n)}+z_{s}^{(n)}\right\|^{2}\left(\left|\rho^{(n)}\right|^{2}+\left|\theta_{1}^{(n)}\right|^{2}+\left|\theta_{2}^{(n)}\right|^{2}\right)\right. \\
&\left.+\tau \int_{t_{n}}^{t_{n+1}}\left|u_{t t}\right|^{2} d t+\tau\left\|u\left(t_{n+1}\right)+u\left(t_{n}\right)\right\|^{2} \int_{t_{n}}^{t_{n+1}}\left|u_{t}\right|^{2} d t+\left\|z_{s}^{(n)}\right\|^{2}\left|z_{s}^{(n)}\right|^{2}\right\} \tag{5.17}
\end{align*}
$$

Taking inner product of (4.13) with $\theta_{2}^{(n+1)}$, we get

$$
\begin{gather*}
\left|\theta_{2}^{(n+1)}\right|^{2}-\left|\theta_{2}^{(n)}\right|^{2}+\left|\theta_{2}^{(n+1)}-\theta_{2}^{(n)}\right|^{2}+2 \tau \alpha\left\|\theta_{2}^{(n+1)}\right\|^{2} \\
\leq \alpha \tau\left\|\theta_{2}^{(n+1)}\right\|^{2}+\frac{\tau}{\alpha} c_{12}\left\{\| u ( t _ { n + 1 } ) + y _ { m } ^ { ( n + 1 ) } \| ^ { 2 } \left(\left|\rho^{(n+1)}\right|^{2}+\left|\theta_{1}^{(n+1)}\right|^{2}+\left|\theta_{2}^{(n+1)}\right|^{2}\right.\right. \\
\left.\left.+\left|z_{s}^{(n+1)}\right|^{2}\right)+\tau \int_{t_{n}}^{t_{n+1}}\left|u_{t t}\right|^{2} d t\right\}+\frac{\tau c_{13}}{\alpha^{3} \lambda_{m+1}^{2} m^{2 \sigma}}\left\|\frac{\left(y_{m}^{(n+1)}\right)^{2}-\left(y_{m}^{(n)}\right)^{2}}{\tau}\right\|_{H^{\sigma}} \tag{5.18}
\end{gather*}
$$

Adding (5.17) and (5.18) and summing $n$ from 0 to $k$, we obtain

$$
\begin{gathered}
\left|\theta_{1}^{(k+1)}\right|^{2}+\left|\theta_{2}^{(k+1)}\right|^{2}+\alpha \tau \sum_{n=0}^{k}\left(\left\|\theta_{1}^{(n+1)}\right\|^{2}+\left\|\theta_{2}^{(n+1)}\right\|^{2}\right) \\
+\sum_{n=0}^{k}\left(\left|\theta_{1}^{(n+1)}-\theta_{1}^{(n)}\right|^{2}+\left|\theta_{2}^{(n+1)}-\theta_{2}^{(n)}\right|^{2}\right) \\
\leq c(\alpha) \cdot \tau \sum_{n=0}^{k} \eta_{n}^{2}\left(\left|\rho^{(n+1)}\right|^{2}+\left|\theta_{1}^{(n+1)}\right|^{2}+\left|\theta_{2}^{(n+1)}\right|^{2}+\frac{1}{\lambda_{m+1}^{2} m^{2 \sigma}}+\tau^{2}\right)
\end{gathered}
$$

where $c(\alpha)$ is as before and

$$
\left.\begin{array}{rl}
\eta_{n}^{2} & =\max \left\{\left\|u\left(t_{n+1}\right)+y_{m}^{(n+1)}+z_{s}^{(n+1)}\right\|^{2}, \frac{1}{\tau} \int_{t_{n}}^{t_{n+1}}\left|u_{t t}\right|^{2} d t\right. \\
& \frac{1}{\tau} \int_{t_{n}}^{t_{n+1}}\left|u_{t}\right|^{2} d t,\left\|u\left(t_{n+1}\right)+u\left(t_{n}\right)\right\|^{2},\left\|\frac{\left(y_{m}^{(n+1)}\right)^{2}-\left(y_{m}^{(n)}\right)^{2}}{\tau}\right\|_{H^{\sigma}}^{2}
\end{array}\right\}
$$

By the same token, Proposition 5.1 to Proposition 5.4 guarantee that, for small $\tau$, the series $\tau \sum_{n=1}^{\infty} \eta_{n}^{2}$ is convergent. Applying Lemma 4.4, we conclude the proof of Theorem 5.7.

Theorem 5.8 Let us suppose that $u_{0}$ is in $H^{\sigma+2}$. Then, for $\tau$ sufficiently small and $m$ sufficiently large, we have

$$
\begin{gather*}
\left\|u\left(t_{n}\right)-\left(y_{m}^{(n)}+z_{s}^{(n)}\right)\right\|=O\left((m+s)^{-\sigma}+\lambda_{m+1}^{-1} m^{-\sigma}+\tau\right)  \tag{5.19}\\
\sup _{x}\left|u\left(x, t_{n}\right)-\left(y_{m}^{(n)}(x)+z_{s}^{(n)}(x)\right)\right|=O\left((m+s)^{-\sigma}+\lambda_{m+1}^{-1} m^{-\sigma}+\tau\right) \\
\text { uniformly for } n=1,2, \ldots \\
\tau \sum_{n=0}^{\infty}\left|A u\left(t_{n}\right)-A\left(y_{m}^{(n)}+z_{s}^{(n)}\right)\right|^{2}=O\left((m+s)^{-2 \sigma}+\lambda_{m+1}^{-2} m^{-2 \sigma}+\tau^{2}\right) \tag{5.20}
\end{gather*}
$$

Remark 5.2 (i) Although Scheme (I) is an implicit scheme, and Scheme (II) is an explicit one, the main parts of their errors are the same. However, there seems to be a difference in the stability analysis of the two schemes which we intend to show in other work.
(ii) For the case $l \geq 2 \pi$, according to Lemma 4.5 the error estimates about the time $t$ will be naturally weakened. The conclusions are effective only for the finite interval, say, $t \in[0, T]$.

As an example, we list the conclusions for Scheme (I) in the case $l \geq 2 \pi$. For Scheme (II) one can almost copy the conclusions verbatimly.

Theorem 5.9 Let us suppose that $u_{0}$ is in $H^{\sigma+2}$. Then, for $\tau$ sufficiently small and $m$ sufficiently large, the approximate solutions $y_{m}^{(n)}+z_{s}^{(n)}$ satisfies $\left|u\left(t_{n}\right)-\left(y_{m}^{(n)}+z_{s}^{(n)}\right)\right|=O\left((m+s)^{-\sigma}+\lambda_{m+1}^{-1} m^{-\sigma}+\tau\right)$ for $n=1,2, \ldots, M$

$$
\begin{equation*}
\tau \sum_{n=0}^{M}\left\|u\left(t_{n}\right)-\left(y_{m}^{(n)}+z_{s}^{(n)}\right)\right\|^{2}=O\left((m+s)^{-2 \sigma}+\lambda_{m+1}^{-2} m^{-2 \sigma}+\tau^{2}\right) \tag{5.22}
\end{equation*}
$$

Here, $M=[T / \tau]$ is used.
Theorem 5.10 Let us suppose that $u_{0}$ is in $H^{\sigma+2}$. Then, for $\tau$ sufficiently small and $m$ sufficiently large, the approximate solutions $y_{m}^{(n)}+z_{s}^{(n)}$ satisfies also

$$
\begin{gather*}
\left\|u\left(t_{n}\right)-\left(y_{m}^{(n)}+z_{s}^{(n)}\right)\right\|=O\left((m+s)^{-\sigma}+\lambda_{m+1}^{-1} m^{-\sigma}+\tau\right) \text { for } n=1,2, \ldots, M \\
\sup _{x}\left|u\left(x, t_{n}\right)-\left(y_{m}^{(n)}(x)+z_{s}^{(n)}(x)\right)\right|=O\left((m+s)^{-\sigma}+\lambda_{m+1}^{-1} m^{-\sigma}+\tau\right)  \tag{5.24}\\
\text { for } n=1,2, \ldots, M \\
\tau \sum_{n=0}^{\infty}\left|A u\left(t_{n}\right)-A\left(y_{m}^{(n)}+z_{s}^{(n)}\right)\right|^{2}=O\left((m+s)^{-2 \sigma}+\lambda_{m+1}^{-2} m^{-2 \sigma}+\tau^{2}\right) \square \tag{5.25}
\end{gather*}
$$
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#### Abstract

For a perturbed density-dependent Navier-Stokes equation, global existence and dynamical behavior of the solutions were investigated and some results were obtained.
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## 1. Introduction

Suppose $\Omega \subset R^{2}$ is a bounded smooth domain. We consider the following equations

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}-\operatorname{div}(\rho u)=0, \text { in } \Omega,  \tag{1}\\
& \frac{\partial(\rho u)}{\partial t}-\operatorname{div}(\rho u \otimes u)-\alpha \Delta \frac{\partial u}{\partial t}-\operatorname{div}(2 \mu d)+\nabla p=\rho f, \quad \text { in } \Omega,  \tag{2}\\
& \operatorname{divu}=0, \quad \text { in } \Omega .  \tag{3}\\
& u=0, \quad \text { on } \partial \Omega . \tag{4}
\end{align*}
$$

where $\alpha>0$ is a constant, $\mu=\mu(\rho)$ is a positive continuous function, $f \in L^{2}(\Omega), \Delta$ is the Laplacian and $d=\frac{1}{2}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)$.

The model comes from the fluid mechanics. In the case when $\alpha=0$, equations (1)-(4) have been widely studied, for reference, see A.V.Kazhkov [1], A.V.Kazhikov and V.N.Monakhov [2], J.Simon [3, 4, 5], R.Diperna and P.L.Lions [6, 7] and P.L.Lions [8]. It is known that the global in time weak solution exists, but the uniqueness and regularities of the solutions are still not
known (see [8]).
In this paper, we investigate the dynamical behavior when $\alpha>0$. For the Mechanical background of this case, we refer to T.W.Ting [9]. Let us state out our main results. First of all, the global weak solution may be built in a vary similar way of P.L.Lions [8], Namely, we prove

Theorem 1.1. Under the above hypotheses, then for any $\left(\rho_{0}, u_{0}\right) \in X$ there exists at least one global solution ( $\rho, u$ ) of equation (1)-(4), such that for all $T>0$,

$$
\begin{aligned}
& \rho \in C\left([0, T], L^{q}(\Omega)\right) \cap L^{\infty}(\Omega \times(0, \infty)), 1 \leq q<\infty \\
& u \in C([0, T], V), \frac{\partial u}{\partial t} \in L^{2}([0, T], V), \frac{\partial(\rho u)}{\partial t} \in L^{2}\left(0, T ; H^{-1}(\Omega)\right)
\end{aligned}
$$

Moreover all the solutions has the following properties:

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} \beta(\rho) d x=0, \quad \text { in } \Omega \tag{5}
\end{equation*}
$$

for all $\beta \in C^{1}(R, R)$;

$$
\begin{equation*}
\frac{d}{d t}\left(\int_{\Omega} \rho|u|^{2} d x+\alpha\|\nabla u\|^{2}\right)+\int_{\Omega} \mu\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)^{2} d x=2<\rho f, u> \tag{6}
\end{equation*}
$$

in the scalar distribution sense.
where $V$ is the subspace of $H_{0}^{1}(\Omega)$, with the element $u$ such that divu $=0, X$ is the subspace of $L^{\infty} \times V$ with the element $(\rho, u)$ such that $\rho \geq 0$

It is natural to look for the uniqueness of the solution, but it is also difficult. We do not make deep study here, and we associate the solutions with a generalized semi-flow which is introduced by J. Ball [10] for the systems that may have more than one solutions with given initial data. Let us denote $E_{q}$ by the subspace of $L^{q}(\Omega)(1 \leq q<\infty)$ with the element $\rho \in L^{\infty}(\Omega), 0 \leq \rho \leq K$ (for some positive constant K$) ; X_{q}=E_{q} \times V$; G the set of all solutions of equation (1)-(4) with initial data belong to $X_{q}$, we have

Theorem 1.2. $G$ is a generalized semi-flow on $X=X_{q}$.
We expect that $G$ would have a global attractor, but, the compactness of $\rho$ depends on its initial data. However, (5) implies the following invariant property: If $\rho_{0}$ be such that $\left\|\rho_{0}-a\right\|_{q}=\lambda$ for some constants $a>0, \lambda \geq 0$, then the solution of $\rho$ be the same. So, we denote $S=S(a, \lambda)=\{\rho \in$ $\left.E_{q}\| \| \rho-a \|_{q}=\lambda\right\}$, and have

Theorem 1.3. $G$ restricted on $S$ is also a generalized semi-flow which has a global attractor $A_{\lambda}$.

Note that, when $\lambda \rightarrow 0$, the limit system is a density-independent one, We are also interested in the stability, namely, we prove
Theorem 1.4. The global attractor $A_{\lambda}$ is upper semi-continuous at 0 .
Proof of theorem 1.1 has no more idea than that of P.L.Lions [8] in the case $\alpha=0$, the only difference is that we can get the energy equation (6) since $\frac{\partial u}{\partial t}$ is more regular in our case. The main part of proof of theorem 1.2 is to show $G$ is upper semi-continuous with respect to the initial data. This can be done by a contradiction argument, roughly speaking, if the weak convergent sequence is not strong convergent at some point $t_{0}$, then the integration of the energy equation for the limit will be broken at the same point, but the limit is a solution with continuous integration of energy and the integration of the energy equation must be hold for all $t$. In the proof of theorem 1.3, we developed the energy equation method introduced by I.Moise, R.Rosa and X. Wang [11] to prove the existence of the global attractor for non-compact semi-groups in two aspect: One is that there is no uniqueness in our case, the dynamic is a generalized semi-flow but not a semi-group; Another is the energy equation (6) depending on both $\rho$ and $u$, the asymptotic compactness of the generalized semi-flow follows from the compactness of $\rho$ and the asymptotic compactness of $u$. In the proof of theorem 1.4, we modified the abstract result of J.K.Hale and R.Raugel [12] to prove the upper semi-continuity of the attractor for generalized semi-flows.

The outline of this paper is as follows. In section 2, we give some notations and prove the global existence of solutions theorem 1.1. In section 3, we investigate the dynamic behavior of the solutions, and prove theorem 1.2 and theorem 1.3. In section 4, we prove theorem 1.4 the upper-semi-continuity of the attractor.

## 2. Global weak solution

In this section, we prove the global existence of weak solutions theorem 1.1. We call ( $\rho, u$ ) is a global weak solution of equation (1)-(4) if for all $T>0, u \in$ $C([0, T] ; V), \frac{\partial u}{\partial t} \in L^{2}\left(0, T ; L^{2}(\Omega)\right), \rho \in C\left([0, T] ; L^{q}(\Omega)\right) \cap L^{\infty}(\Omega \times(0, T))$ for all $1 \leq q<\infty, \frac{\partial(\rho u)}{\partial t} \in L^{2}\left(0, T ; H^{-1}(\Omega)\right)$, and (1) holds in the sense of distribution in $\Omega \times(0, \infty)$, (2)holds in the following sense,

$$
\begin{align*}
& -\int_{\Omega}(\rho(0) u(0) \cdot \phi(0)+\nabla u(0) \cdot \nabla \phi(0)) d x+\iint_{\Omega \times(0, \infty)}\left(-\rho u \cdot \frac{\partial \phi}{\partial t}-\rho u_{i} u_{j} \partial_{i} \phi_{j}\right. \\
& \left.+\alpha \nabla u \cdot \nabla \frac{\partial \phi}{\partial t}+\frac{1}{2} \mu\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)\left(\partial_{i} \phi_{j}+\partial_{j} \phi_{i}\right)-\rho f \cdot \phi\right) d x d t=0 . \tag{7}
\end{align*}
$$

Now, we look for the global weak solutions, we begin by giving a priori estimates

Lemma 2.1. Let $(\rho, u)$ be a global weak solution, then we have (6) hold in the scalar distribution sense.

Proof: Let $(\rho, u)$ be a global weak solution, we denote by $u_{\varepsilon}=u * \omega_{\varepsilon}$, where $\omega_{\varepsilon}$ is the modifier. Because of (1), we have, for all $T>0, \phi \in D(0, T)$

$$
\begin{align*}
& -\int_{0}^{T} \int_{\Omega} \rho \frac{\left|u_{\varepsilon}\right|^{2}}{2} d x \phi^{\prime}(t) d t \\
= & \int_{0}^{T} \int_{\Omega} \frac{\partial}{\partial t}\left(\rho \frac{\left|u_{\varepsilon}\right|^{2}}{2}\right) d x \phi(t) d t \\
= & \int_{0}^{T} \int_{\Omega}\left(\frac{\partial}{\partial t}\left(\rho \frac{\left|u_{\varepsilon}\right|^{2}}{2}\right)+\operatorname{div}\left(\rho u \frac{\left|u_{\varepsilon}\right|^{2}}{2}\right) d x \phi(t) d t\right. \\
=\quad & \left.\int_{0}^{T} \int_{\Omega}\left(\rho \frac{\partial}{\partial t}+\rho u \cdot \nabla\right) \frac{\left|u_{\varepsilon}\right|^{2}}{2}\right) d x \phi(t) d t \\
=\quad & \int_{0}^{T} \int_{\Omega}\left(\frac{\partial \rho u_{\varepsilon}}{\partial t}+\operatorname{div}\left(\rho u \otimes u_{\varepsilon}\right) \cdot u_{\varepsilon} d x \phi(t) d t\right. \tag{8}
\end{align*}
$$

Since $\operatorname{div}\left(\rho u \otimes u_{\varepsilon}\right) \rightarrow \operatorname{div}(\rho u \otimes u)$ in $L^{2}\left(0, T ; H^{-1}(\Omega)\right)$ weakly and $\phi u_{\varepsilon} \rightarrow \phi u$ in $L^{2}(0, T ; V)$ strongly as $\varepsilon \rightarrow \infty$, then, we have

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} d i v\left(\rho u \otimes u_{\varepsilon}\right) \cdot u_{\varepsilon} d x \phi d t \rightarrow \int_{0}^{T} \int_{\Omega} \operatorname{div}(\rho u \otimes u) \cdot u d x \phi d t \tag{9}
\end{equation*}
$$

On the other hand, Since $\frac{\partial u}{\partial t} \in L^{2}(0, T ; V)$, and $\rho u \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$, we have

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \frac{\partial\left(\rho u_{\varepsilon}\right)}{\partial t} \cdot u_{\varepsilon} d x \phi d t=-\int_{0}^{T} \int_{\Omega} \rho u_{\varepsilon} \cdot \frac{\partial\left(u_{\varepsilon} \phi\right)}{\partial t} d x d t  \tag{10}\\
\rightarrow \quad & -\int_{0}^{T} \int_{\Omega} \rho u \cdot \frac{\partial(u \phi)}{\partial t} d x d t
\end{align*}
$$

as $\varepsilon \rightarrow \infty$. Passing to the limit, we get
$-\int_{0}^{T} \int_{\Omega} \rho \frac{|u|^{2}}{2} d x \phi^{\prime} d t=-\int_{0}^{T} \int_{\Omega} \rho u \cdot \frac{\partial(u \phi)}{\partial t} d x d t+\int_{0}^{T} \int_{\Omega} d i v(\rho u \otimes u) \cdot u d x \phi d t$.
Note that $u \in C([0, T] ; V), \frac{\partial u}{\partial t} \in L^{2}\left(0, T ; L^{2}(\Omega), \rho \in L^{\infty}(\Omega \times(0, T))\right.$ and $\frac{\partial(\rho u)}{\partial t} \in L^{2}\left(0, T ; H^{-1}(\Omega)\right)$, integrating by part over $[0, T]$, we have

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \rho u \cdot \frac{\partial(u \phi)}{\partial t} d x d t=-\int_{0}^{T} \int_{\Omega} \frac{\partial(\rho u)}{\partial t} \cdot u d x \phi d t \tag{12}
\end{equation*}
$$

and conclude

$$
\begin{equation*}
-\int_{0}^{T} \int_{\Omega} \rho \frac{|u|^{2}}{2} d x \phi^{\prime} d t=\int_{0}^{T} \int_{\Omega}\left(\frac{\partial \rho u}{\partial t}+\operatorname{div}(\rho u \otimes u)\right) \cdot u d x \phi d t \tag{13}
\end{equation*}
$$

namely,

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} \rho \frac{|u|^{2}}{2} d x=\int_{\Omega}\left(\frac{\partial \rho u}{\partial t}+\operatorname{div}(\rho u \otimes u)\right) \cdot u d x \tag{14}
\end{equation*}
$$

in $D(0, \infty)$.
Finally, multiplying (2) by $u$ and integrating over $\Omega$, from (14), we deduce (6), and the lemma was proved.

Lemma 2.2. Let $(\rho, u)$ be a weak solution of equation(1)-(4), with $\left\|\rho^{n}(0)\right\|_{\infty} \leq$ $K,\left\|u^{n}(0)\right\|_{V} \leq R$ for some positive constants $K, R$, then there exist positive constants $c_{1}, c_{2}, c_{3}$ depend on $K, R$ such that

$$
\begin{gather*}
\|\nabla u\|^{2} \leq c_{1}, \forall t \geq 0  \tag{15}\\
\int_{0}^{t}\left\|\nabla \frac{\partial u}{\partial t}\right\|^{2} d s \leq c_{2}+c_{3} t, \forall t \geq 0 \tag{16}
\end{gather*}
$$

Proof: Since $\|\rho(0)\|_{\infty} \leq K$, then, from (5), it follows that

$$
\begin{equation*}
\rho(x, t) \leq\|\rho(0)\|_{\infty} \leq K \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
|<\rho f, u>| \leq\|\rho(0)\|_{\infty}\|f\|\|u\|^{2}, \tag{18}
\end{equation*}
$$

also

$$
\begin{equation*}
\int_{\Omega} \rho|u|^{2} d x \leq\|\rho(0)\|_{\infty}\|u\|^{2} \tag{19}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\int_{\Omega} \mu\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)^{2} d x \geq \min _{0 \leq s \leq K} \mu(s) \int_{\Omega}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)^{2} d x \tag{20}
\end{equation*}
$$

and $V \hookrightarrow L^{2}(\Omega)$, from the energy equation, we conclude

$$
\begin{equation*}
\frac{d}{d t}\left(\int_{\Omega} \rho|u|^{2} d x+\alpha\|\nabla u\|^{2}\right)+c_{3}\left(\int_{\Omega} \rho|u|^{2} d x+\alpha\|\nabla u\|^{2}\right) \leq c_{4}, \quad t \geq 0 \tag{21}
\end{equation*}
$$

for some positive constants $c_{4}, c_{5}$. Using the classical Gronwall lemma, we obtain (15).
Since $u \in C([0, T] ; V), \frac{\partial u}{\partial t} \in L^{2}\left(0, T ; L^{2}(\Omega)\right), \rho \in L^{\infty}(\Omega \times(0, T)), \frac{\partial \rho u}{\partial t} \in$ $L^{2}\left(0, T ; H^{-1}(\Omega)\right)$, and note that (by using the Galigaliado-Nireberg inequality)

$$
\begin{equation*}
\left|\int_{\Omega} \operatorname{div}(\rho u) u \cdot \phi d x\right| \leq\|\rho\|_{\infty}\|u\|\|\nabla u\|\|\nabla \phi\|, \forall \phi \in C_{0}^{\infty}(\Omega) \tag{22}
\end{equation*}
$$

By using an approximation argument, we have

$$
\begin{equation*}
\frac{\partial(\rho u)}{\partial t}=\frac{\partial \rho}{\partial t} u+\rho \frac{\partial u}{\partial t}, \quad \text { in } L^{2}\left(0, T ; H^{-1}(\Omega)\right) \tag{23}
\end{equation*}
$$

Then, we multiply (2) by $\frac{\partial u}{\partial t}$ and integrate it over $\Omega$ to find

$$
\begin{align*}
& \left.\int_{\Omega} \frac{\partial \rho}{\partial t} u \cdot \frac{\partial u}{\partial t} d x+\int_{\Omega} \rho\left|\frac{\partial u}{\partial t}\right|^{2} d x+\int_{\Omega} \operatorname{div}(\rho u \otimes u) \cdot \frac{\partial u}{\partial t}\right) d x+\left\|\nabla \frac{\partial u}{\partial t}\right\|^{2}  \tag{24}\\
& \left.+\int_{\Omega} \mu\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)\left(\partial_{i} \frac{\partial u_{j}}{\partial t}+\partial_{j} \frac{\partial u_{i}}{\partial t}\right)\right)=<\rho f, \frac{\partial u}{\partial t}>
\end{align*}
$$

Note that

$$
\begin{equation*}
\left|\int_{\Omega} \operatorname{div}(\rho u \otimes u) \cdot \frac{\partial u}{\partial t} d x\right| \leq\|\rho\|_{\infty}\|u\|\|\nabla u\|\left\|\nabla \frac{\partial u}{\partial t}\right\| \tag{25}
\end{equation*}
$$

by using the Cauchy inequality, from (15), (22), (24), and (25) we conclude (16) and the lemma was proved.

## Proof of theorem 1.1:

The solutions were built in a vary similar way of P.L.Lions [8] in the case of $\alpha=0$, to avoid unnecessary repetition, we do not give exact claim, only explain what we can do along this way. First of all, we can solve a similar approximated equation, there is only a better term $\Delta \frac{\partial u}{\partial t}$ extra; secondly, a similar even more elementary estimates of lemma 2.2 may be applied to the approximated solutions; finally, the bounds of the approximated solution allow us to use the compactness result of [8] to pass to the limit and note that $u \in L^{\infty}(0, T ; V),\left(\frac{\partial u}{\partial t} \in L^{2}(0, T ; V)\right.$ implies $u$ is continuous in $V$ and from equation (2) $\frac{\partial(\rho u)}{\partial t} \in L^{2}\left(0, T ; H^{-1}(\Omega)\right)$, then we find the solution in the sense above.

## 3. Generalized semi-flow and attractors

In this section, we investigate the dynamical behavior of the solutions defined in the last section as a generalized semi-flow (see J.Ball [10] for the definition), and prove theorem 1.2 and theorem 1.3.

## Proof of theorem 1.2:

Obviously, $G$ satisfies the hypotheses $H_{1}, H_{2}$ and $H_{3}$ in the definition of the generalized semi-flow [10]. The rest is to show that it satisfies the hypothesis $H_{4}$ the upper semi-continuity of $G$ with respect to the initial data. Let $\left(\rho_{0}^{n}, u_{0}^{n}\right),\left(\rho_{0}, u_{0}\right) \in X, n=1,2, \cdots$, and $\left(\rho^{n}, u_{0}^{n}\right) \rightarrow\left(\rho_{0}, u_{0}\right)$ strongly in $X$; and $\left(\rho^{n}(t), u^{n}(t)\right) \in G$ with $\left(\rho^{n}(0), u^{n}(0)\right)=\left(\rho_{0}^{n}, u_{0}^{n}\right)$, From lemma 2.2,
we know that $u^{n}(t)$ remains bound in $V$ for all $t \geq 0, \frac{\partial u}{\partial t}$ remains bound in $L^{2}(0, T ; V)$ for all $T>0$. So, there exists a subsequence also denote by $u^{n}$ and a function $u \in L^{\infty}(0, T ; V), \frac{\partial u}{\partial t} \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ such that

$$
\begin{align*}
& u^{n} \rightarrow u \text { weak star in } L^{\infty}(0, T ; V) ;  \tag{26}\\
& \frac{\partial u^{n}}{\partial t} \rightarrow \frac{\partial u}{\partial t} \text { weakly in } L^{2}(0, T ; V) ; \tag{27}
\end{align*}
$$

Note that $\rho_{0}^{n} \rightarrow \rho_{0}$ in $E_{q}$, by the compactness result theorem 2.4 of [8], (26) also implies

$$
\begin{equation*}
\rho^{n} \rightarrow \rho, \text { in } C\left([0, T] ; E_{q}\right), \tag{28}
\end{equation*}
$$

and $\rho$ is the unique solution of equation (1) with respect to $u$ and $\rho_{0}$. These convergences allow us to pass to the limit, note that $u \in L^{\infty}(0, T ; V), \frac{\partial u}{\partial t} \in$ $L^{2}\left(0, T ; L^{2}(\Omega)\right.$ implies $u \in C([0, T] ; V)$ (see Temam [13,14]), then $(\rho, u)$ is a Global weak solution, namely, $(\rho, u) \in G$. Now, we show

$$
\begin{equation*}
u^{n} \rightarrow u \text { strongly in } V, \forall t \geq 0 . \tag{29}
\end{equation*}
$$

Indeed, since $\left(\rho^{n}, u^{n}\right) \in C([0, T] ; X), \forall T>0$ and satisfies the energy equation (6), then, we have

$$
\begin{align*}
& \int_{\Omega} \rho^{n}\left|u^{n}\right|^{2} d x+\alpha\left\|\nabla u^{n}\right\|^{2}+\int_{0}^{t} \int_{\Omega} \mu\left(\partial_{i} u_{j}^{n}+\partial_{j} u_{i}^{n}\right) d x d s \\
& =\int_{\Omega} \rho_{0}^{n}\left|u_{0}^{n}\right|^{2} d x+\alpha\left\|\nabla u_{0}^{n}\right\|^{2}+2 \int_{0}^{t}<\rho^{n} f, u^{n}>d s, \tag{30}
\end{align*}
$$

for all $t \geq 0$. If (29) is not true, then there exists at least a $t_{0}>0$ such that does not hold, note that $u^{n}$ and $u$ are continuous in $V$, it follows that

$$
\begin{equation*}
\underset{n}{\lim \sup }\left\|\nabla u^{n}\left(t_{0}\right)\right\|^{2}>\left\|\nabla u\left(t_{0}\right)\right\|^{2} \tag{31}
\end{equation*}
$$

strictly from (26), and we know that(see [8], (2.131))

$$
\begin{equation*}
\liminf _{n} \int_{0}^{t} \int_{\Omega} \mu\left(\partial_{i} u_{j}^{n}+\partial_{j} u_{i}^{n}\right)^{2} d x d s \geq \int_{0}^{t} \int_{\Omega} \mu\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)^{2} d x d s \tag{32}
\end{equation*}
$$

and all the other term in (30) are convergent to the limits respect to ( $\rho, u$ ), we conclude that

$$
\begin{align*}
& \int_{\Omega} \rho\left(t_{0}\right)\left|u\left(t_{0}\right)\right|^{2} d x+\alpha\left\|\nabla u\left(T_{0}\right)\right\|^{2}+\int_{0}^{t_{0}} \int_{\Omega} \mu\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) d x d s  \tag{33}\\
& <\int_{\Omega} \rho_{0}\left|u_{0}\right|^{2} d x+\alpha\left\|\nabla u_{0}\right\|^{2}+2 \int_{0}^{t_{0}}<\rho f, u>d s,
\end{align*}
$$

strictly. This is a controdiction, since (33) must be an identity for all $t>0$ by (6) and the continuity of the solutions, and the theorem was proved.

## Proof of theorem 1.3:

Without losing generity, we also denote the restriction of $G$ on $S$ by $G$. According to J.Ball [10], we only need to show $G$ is asymptotic compact. Let $\left(\rho_{0}^{n}, u_{0}^{n}\right) \in S, n=1,2, \cdots$ be a bounded Sequence, $\left(\rho^{n}, u^{n}\right)$ be the corresponding solutions with $\left(\rho^{n}(0), u^{n}(0)\right)=\left(\rho_{0}^{n}, u_{0}^{n}\right)$. First of all, we claim that $\rho_{n}$ is compact, namely, there exists a subsequence $\rho^{n^{\prime}}$ of $\rho^{n}$ which is convergent in $C\left([0, T] ; L^{q}(\Omega)\right)$ for all $T>0$. Indeed, since $\left(\rho_{0}^{n}, u_{0}^{n}\right)$ is bounded in $X$, the same argument in the proof of theorem 1.2 shows that (26) also hold, note that $\rho_{0}^{n}$ contained on $S$ which is a compact set of $L^{q}(\Omega) \hookrightarrow L^{1}(\Omega), 1 \leq q<\infty$, then, by using the compactness result of [8] (theorem 2.4.), we deduce (28), namely, $\rho^{n}$ is compact. Next, we show that $u_{n}$ is asymptotic compact, namely, for any given $t_{n} \rightarrow \infty, u^{n}\left(t_{n}\right)$ has convergent subsequence. We begin by rewrite the energy equation (6) to the following form

$$
\begin{align*}
& \frac{d}{d t}\left(\int_{\Omega} \rho^{n}\left|u^{n}\right|^{2} d x+\alpha\left\|\nabla u^{n}\right\|^{2}\right)+\frac{\bar{\mu}}{\alpha}\left(\int_{\Omega} \rho^{n}\left|u^{n}\right|^{2} d x+\alpha\left\|\nabla u^{n}\right\|^{2}\right) \\
+\quad & \int_{\Omega}\left(\mu-\frac{\bar{\mu}}{2}\right)\left(\partial_{i} u_{j}^{n}+\partial_{j} u_{i}^{n}\right)^{2} d x \\
= & 2<\rho^{n} f, u^{n}>+\frac{\bar{\mu}}{\alpha} \int_{\Omega} \rho^{n}\left|u^{n}\right|^{2} d x \tag{34}
\end{align*}
$$

where $\bar{\mu}=\min \{\mu(s) ; s \in[0, K]\}$. For convenient, we shall denote the subsequence of $u^{n}$ by $u^{n}$ below, and remain it in mind that the assertion is to the subsequence if necessary.

Since $u^{n}\left(t_{n}\right)$ is bounded in $V$, then

$$
\begin{equation*}
u^{n}\left(t_{n}\right) \rightarrow w \text { weakly in } V \tag{35}
\end{equation*}
$$

If the convergence is not strong, then, we have

$$
\begin{equation*}
\lim _{n}\left\|\nabla u^{n}\left(t_{n}\right)\right\|^{2}=a>\|\nabla w\|^{2} \tag{36}
\end{equation*}
$$

On the other hand, for any given $T>0$, we also have

$$
\begin{equation*}
u^{n}\left(t_{n}-T\right) \rightarrow w_{T} \text { weakly in } V \tag{37}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\left(\hat{\rho}^{n}(t), \hat{u}^{n}(t)\right)=\left(\rho^{n}\left(t_{n}-T+t\right), u^{n}\left(t_{n}-T+t\right)\right) \in G \tag{38}
\end{equation*}
$$

with

$$
\begin{equation*}
\left(\hat{\rho}^{n}(0), \hat{u}^{n}(0)\right)=\left(\rho^{n}\left(t_{n}-T\right), u^{n}\left(t_{n}-T\right)\right) \tag{39}
\end{equation*}
$$

remains bound in X , similarly as above, it follows that there exists a $(\hat{\rho}, \hat{u}) \in G$ such that

$$
\begin{equation*}
\hat{u}^{n} \rightarrow \hat{u} \text { weakly } \forall t \geq 0 \tag{40}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\rho}^{n} \rightarrow \hat{\rho}, \text { in } C\left([0, T] ; E_{q}\right), \forall T>0 \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{u}(0)=w_{T}, \quad \hat{u}(T)=w \tag{42}
\end{equation*}
$$

Integrating the energy equation (34) with respect to $\left(\hat{\rho^{n}}, \hat{u^{n}}\right)$ From 0 to $T$, we have

$$
\begin{align*}
& \int_{\Omega} \hat{\rho}^{n}(T)\left|\hat{u}^{n}(T)\right|^{2} d x+\alpha\left\|\nabla \hat{u}^{n}(T)\right\|^{2} \\
+\quad & \int_{0}^{T} e^{-\frac{\bar{\mu}}{\alpha}(T-s)} \int_{\Omega}\left(\hat{\mu}^{n}-\frac{\bar{\mu}}{2}\right)\left(\partial_{i} \hat{u}_{j}^{n}+\partial_{j} \hat{u}_{i}^{n}\right)^{2} d x d s \\
=\quad & \left(\int_{\Omega} \hat{\rho}_{0}^{n}\left|\hat{u}_{0}^{n}\right|^{2} d x+\alpha\left\|\nabla \hat{u}_{0}^{n}\right\|^{2}\right) e^{-\frac{\bar{\mu}}{\alpha} T} \\
+\quad & \int_{0}^{t} e^{-\frac{\bar{\mu}}{\alpha}(T-s)}\left(\int_{\Omega} \frac{\bar{\mu}}{\alpha} \hat{\rho}^{n}\left|\hat{u}^{n}\right|^{2} d x+2 \int_{0}^{t}<\hat{\rho}^{n} f, \hat{u}^{n}>\right) d s \tag{43}
\end{align*}
$$

where $\hat{\mu}^{n}=\mu\left(\hat{\rho}^{n}\right)$.Since $\hat{\mu}^{n}-\frac{\bar{\mu}}{2} \geq \frac{\bar{\mu}}{2}$, then, we have (see [8],(2.123))

$$
\begin{align*}
& \lim _{n} \int_{0}^{T} e^{-\frac{\bar{\mu}}{\alpha}(T-s)} \int_{\Omega}\left(\hat{\mu}^{n}-\frac{\bar{\mu}}{2}\right)\left(\partial_{i} u_{j}^{n}+\partial_{j} u_{i}^{n}\right)^{2} d x d s \\
\geq \quad & \int_{0}^{T} e^{-\frac{\bar{\alpha}}{\alpha}(T-s)} \int_{0}^{t} \int_{\Omega} \mu(\hat{\rho})\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)^{2} d x d s \tag{44}
\end{align*}
$$

note that $V \hookrightarrow L^{q}(\Omega), 1 \leq q \leq \infty$, it follows that all the other term in (43) convergent to the limit, passing to the limit in (43), then, we deduce there is a positive constant $c_{1}$ independent of $T$ such that

$$
\begin{align*}
& \int_{\Omega} \hat{\rho}(T)|\hat{u}(T)|^{2} d x+\alpha a+\int_{0}^{t} e^{-\frac{\bar{\mu}}{\alpha}(T-s)} \int_{\Omega}\left(\hat{\mu}\left(\hat{\rho}-\frac{\bar{\mu}}{2}\right)\left(\partial_{i} \hat{u}_{j}+\partial_{j} \hat{u}_{i}\right)^{2} d x d s\right. \\
& \leq c_{1} e^{-\frac{\bar{\mu}}{\alpha} T}+\int_{0}^{t} e^{-\frac{\bar{u}}{\alpha}(T-s)}\left(\int_{\Omega} \frac{\bar{\mu}}{\alpha} \hat{\rho}|\hat{u}|^{2} d x+2 \int_{0}^{t}<\hat{\rho} f, \hat{u}>\right) d s \tag{45}
\end{align*}
$$

Note that ( $\hat{\rho}, \hat{u}$ ) also satisfies (34), comparing it with the last inequality we conclude that

$$
\begin{equation*}
\alpha a \leq c_{2} e^{-\frac{\bar{\alpha}}{\alpha} T}+\alpha\|\nabla w\|^{2} \tag{46}
\end{equation*}
$$

for some constants $c_{2}$ independent of $T$. Since $T$ is arbitrary, then

$$
\begin{equation*}
a \leq\|\nabla w\|^{2} \tag{47}
\end{equation*}
$$

and we find a contradiction, and then $u_{n}$ is asymptotic compact. Finally, the asymptotic compactness follows from the compactness of $\rho^{n}$ and the asymptotic compactness of $u^{n}$ and the theorem was proved by using an abstract result of J.Ball [10](theorem 3.3) for the existence of the global attractor.

## 4. Upper semi-continuity of the attractor

In this section, we prove theorem 1.4, we begin by proving an abstract result for the upper semi-continuity of the attractor for generalized semi-flows which is independently interesting.

Lemma 4.1. Let $\Lambda$ be a topology space( of parameter), $X_{\lambda}, \lambda \in \Lambda$ and $X$ be matrix spaces, $G_{\lambda}$ be a generalized semi-flow on $X_{\lambda}$, if
i) $X_{\lambda} \hookrightarrow X, \forall \lambda \in \Lambda$.
ii) $G_{\lambda}$ has a global attractor $A_{\lambda}$ on $X_{\lambda}$.
iii) $\cup A_{\lambda} \subset B, B$ is a bounded in $X$.
iv) For any given $T>0$, and any sequence of $\lambda_{n}$ with $\lambda_{n} \rightarrow \lambda_{0}$ in $\Lambda$ when $n \rightarrow \infty$, and $z_{n} \in A_{\lambda_{n}}$ and $\phi_{n}(t) \in G_{\lambda_{n}}$ with $\phi_{n}=z_{n}$, there exists a subsequence $\left\{n^{\prime}\right\}$ of $\{n\}$, and $\phi_{0} \in G_{\lambda_{0}}$ such that

$$
\begin{equation*}
\phi_{n^{\prime}}(t) \rightarrow \phi_{0}(t) \in X, \forall t \in[0, T] . \tag{48}
\end{equation*}
$$

Then, the attractor is upper semi-continuous at $\lambda=\lambda_{0}$ namely,

$$
\begin{equation*}
\lim _{\lambda \rightarrow \lambda_{0}} \operatorname{dist}_{X}\left(A_{\lambda}, A_{\lambda_{0}}\right)=0 \tag{49}
\end{equation*}
$$

Proof: First of all, under the assumption above we have the following property:
(P:) For any given number $\delta>0$, and any sequence of $\lambda_{n}$ with $\lambda_{n} \rightarrow \lambda_{0}$ in $\Lambda$ when $n \rightarrow \infty$, and $z_{n} \in A_{\lambda_{n}}$ and a sequence of corresponding complete orbits $\psi_{n}(t) \in G_{\lambda_{n}}$, there exists a subsequence $\left\{n^{\prime}\right\}$ of $\{n\}$ such that $\psi_{n^{\prime}}(0)$ convergent to $\bar{x}$ in $X$ and $\bar{x} \in N_{\delta}\left(A_{\lambda_{0}}\right)$.

Indeed, from assumptions i),ii) and iii), it follows that there is time $T>0$ such that all the solutions of $G_{\lambda_{0}}$ with initial data belong to $B$ are contained in $N_{\delta}\left(A_{\lambda_{0}}\right)$ when $t \geq T$ since $A_{\lambda_{0}}$ is attractive. Note that all the attractors $A_{\lambda}, \lambda \in \Lambda$ are invariant, using assupption iv) for this $T, \lambda_{n}$ and $z_{n}=\psi_{n}(-T)$ and $\phi_{n}(t)=\psi(-T+t)$, it follows that $\psi_{n^{\prime}}(-T+t) \rightarrow \phi_{0}(t)$ for some $\phi \in G_{\lambda_{0}}$ and then $\psi_{n^{\prime}}(0) \rightarrow \phi_{0}(T)=\bar{x}$. Note that $\phi(0) \in B$, then $\bar{x}=\phi(T) \in N_{\delta}\left(A_{\lambda_{0}}\right)$, and the property (P:) hold.

Next, if lemma 4.1 is note true, then there exists a positive number $\delta$ and a sequence of parameter $\lambda_{n}$ with $\lambda_{n} \rightarrow \lambda_{0}$ and a corresponding sequence of points $x_{n} \in A_{\lambda_{n}}$ such that

$$
\begin{equation*}
\operatorname{dist}_{X}\left(x_{n}, A_{\lambda_{0}}\right) \geq 2 \delta \tag{50}
\end{equation*}
$$

Also by the invariance of the attractors, there is a sequence of complete orbit $\psi_{n}$ with $\psi_{n}(0)=x_{n}$ which contradicts property $(\mathrm{P})$, and the lemma was proved.

We now apply this result to prove theorem 1.4.

## Proof of theorem 1.4:

Obviously, conditions i),ii) and iii) follows from lemma 2.2 and theorem 1.3. The rest is to clarify condition iv). Let $T>0, \lambda n$ with $\lambda_{n} \rightarrow \lambda_{0}$ in $\Lambda$ when $n \rightarrow \infty$, and $z_{n}=\left(\rho_{0}^{n}, u_{0}^{n}\right) \in A_{\lambda_{n}}$ and $\phi_{n}(t)=\left(\rho^{n}(t), u^{n}(t)\right) \in G_{\lambda_{n}}$ with $\phi_{n}=z_{n}$ be given. First of all, we claim that $z_{n}$ has convergent subsequence. Obviously, $\rho_{0}^{n} \rightarrow a$; Since $A_{\lambda}$ is invariant, we have $\overline{z_{n}} \in A_{\lambda_{n}}$ and $\psi_{n} \in G_{\lambda_{n}}$ with $\psi_{n}(0)=\overline{z_{n}}$ such that $z_{n}=\psi_{n}(n)$, the similar argument of proof of theorem 1.3 shows that $u_{0}^{n}$ has convergent subsequence. Next, we assume $z_{n}=\left(\rho_{0}^{n}, u_{0}^{n}\right) \rightarrow\left(a, u_{0}\right)$, a similar argument of proof of theorem 1.3 shows that there exists a subsequence $\left\{n^{\prime}\right\}$ and a $\phi=(\rho, u) \in G_{\lambda_{0}}$ such that
$\phi_{n^{\prime}}(t)=\left(\rho^{n}(t), u^{n}(t)\right) \rightarrow \phi_{0}(t)=(\rho(t), u(t))=(a, u(t)) \in X, \forall t \in[0, T]$.
the proof was completed.
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#### Abstract

In this paper, we propose a cascadic multigrid method for the solution of the Lagrange finite element discretization for elliptic obstacle problems. We prove the convergence and obtain an error estimate of the method for the model obstacle problem. We also give some numerical results showing that the effectiveness of the proposed method.
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## 1. Introduction

Obstacle problems play an important role in the mathematical modeling of a variety of free boundary problems, arising for instance in porous media flow, device simulation or nonlinear mechanics. In the last century, various numerical iteration methods have been developed to solve obstacle problems. Among these iteration methods, it has been found that multigrid methods are effective (see, e.g., $[3,6,8,10,16]$ and the references therein). Recently, a new kind of multigrid method, called cascadic multigrid method, was proposed to solve partial differential equations. Compared with traditional multigrid methods [2, 4], cascadic multigrid method is simple since it never goes back to coarse grid for correction in the iterations. Moreover, it has some good theoretical properties and can produce fast and accurate numerical solutions (see, e.g., $[1,7,13,14]$ and the references therein).

In this paper, we show how the cascadic multigrid method can be adopted to solve the Lagrange finite element discretization of a kind of elliptic variational inequality and analyze the convergence of the method. The method can be essentially considered as the PFMG scheme of Brandt and Cryer in [3]. We

[^15]also give some numerical results to show that cascadic multigrid method is competent with traditional multigrid methods.

Let $\Omega \subset R^{d}(d=1$ or 2$)$ be a polygonal domain, $f(x) \in L^{2}(\Omega)$ be a given function, and $K$ be defined as follows

$$
\begin{equation*}
K=\left\{v \in H_{0}^{1}(\Omega) \mid v \geq \phi\right\} \tag{1.1}
\end{equation*}
$$

where $\phi \in H^{2}(\Omega)$ satisfying $\left.\phi\right|_{\partial \Omega} \leq 0$. We Consider the following veriational inequality of finding a $u \in K$ such that

$$
\begin{equation*}
a(u, v-u) \geq(f, v-u), \quad \forall v \in K, \tag{1.2}
\end{equation*}
$$

where $a(v, w)=\int_{\Omega} \nabla v \nabla w d x+\int_{\Omega} q v w d x$ for some scale $q \geq 0$. Suppose that $T^{h_{l}}(l=1,2, \ldots, L)$ are nested quasi-uniform triangulations and the corresponding linear conforming finite element spaces are $V_{l}(l=1,2, \ldots, L)$. For simplicity, we assume that $h_{l} \cong 2^{-l} h_{0}$. Then the corresponding finite element approximation problem on level $l$ is finding a $u_{l} \in K_{l}$, such that

$$
\begin{equation*}
a\left(u_{l}, v_{l}-u_{l}\right) \geq\left(f, v_{l}-u_{l}\right), \quad \forall v_{l} \in K_{l}, \tag{1.3}
\end{equation*}
$$

where $K_{l}=\left\{v_{l} \in V_{l} \mid v_{l}(P) \geq \phi(P)\right.$ for any node $P$ of $\left.T^{h_{l}}\right\}$.
For one-dimensional case, we have the finite element error estimate [11, 12]

$$
\begin{equation*}
\left\|u-u_{l}\right\|_{L^{2}(\Omega)} \preceq h_{l}^{2}, \tag{1.4}
\end{equation*}
$$

where $u$ is the solution of (1.2), " $p_{1} \preceq p_{2}$ " means " $p_{1} \leq C p_{2}$ " holds for some constant $C$ independent of the mesh level and meshsize. However, as $d=2$, it is still an open problem whether (1.4) holds. So, we give the following assumption.

Assumption 1.1. For $d=2$, the following estimate holds.

$$
\begin{equation*}
\left\|u-u_{l}\right\|_{L^{2}(\Omega)} \preceq h_{l}^{2}, \tag{1.5}
\end{equation*}
$$

where $u$ is the solution of (1.2).
Now we can present a cascadic multigrid method as follows.

## Algorithm 1.1

Step 1 Let $u_{0}$ be the finite element solution on level $l=0$, and

$$
u_{0}^{0}=\tilde{u}_{0}=u_{0} .
$$

Step 2 For $l=1,2, \ldots, L$, Let

$$
u_{l}^{0}=\tilde{u}_{l-1}, \quad u_{l}^{m_{l}}=\mathcal{S}_{l, m_{l}}\left(u_{l}^{0}\right), \quad \tilde{u}_{l}=u_{l}^{m_{l}}
$$

where $\mathcal{S}_{l, m_{l}}(v)$ denotes the $m_{l}$ steps basic iteration solution on level $l$ with the initial $v$. Generally, we can use project Richardson, project Jacobi, or project symmetric Gauss-Seidel (SGS) as basic iterations.

Let $\left\{\varphi_{l}^{(i)}\right\}_{i=1}^{N_{l}}$ be the finite element basic functions on level $l$. Then we have that

$$
u_{l}^{j}=\sum_{i=1}^{N_{l}}\left(x_{l}^{j}\right)_{i} \varphi_{l}^{(i)}, \quad u_{l}=\sum_{i=1}^{N_{l}}\left(x_{l}\right)_{i} \varphi_{l}^{(i)}, \quad \tilde{u}_{l}=\sum_{i=1}^{N_{l}}\left(\tilde{x}_{l}\right)_{i} \varphi_{l}^{(i)}
$$

Then, (1.3) can be reformulated as the following algebraic problem of finding an $x_{l} \in R^{N_{l}}$, such that

$$
\begin{equation*}
A_{l} x_{l} \geq b_{l}, \quad x_{l} \geq c_{l}, \quad\left(x_{l}-c_{l}\right)^{\top}\left(A_{l} x_{l}-b_{l}\right)=0 \tag{1.6}
\end{equation*}
$$

where the stiff matrix $A_{l}$ is an S-matrix (see [5]). And therefore, algorithm 1.1 is equivalent to the following algorithm.

## Algorithm 1.2

Step 1 Let $u_{0}=\sum_{i=1}^{N_{l}}\left(x_{0}\right)_{i} \varphi_{0}^{(i)}$ be the finite element solution on level $l=0$, and

$$
x_{0}^{0}=\tilde{x}_{0}=x_{0} .
$$

Step 2 For $l=1,2, \ldots, L$, Let

$$
x_{l}^{0}=I_{l} \tilde{x}_{l-1}, \quad x_{l}^{m_{l}}=B_{l, m_{l}}\left(x_{l}^{0}\right), \quad \tilde{x}_{l}=x_{l}^{m_{l}}
$$

where $I_{l}$ is some interpolation operator from $R^{N_{l-1}}$ to $R^{N_{l}}, B_{l, m_{l}}\left(x_{l}^{0}\right)$ is the $m_{l}$ steps basic iteration solution for problem (1.6) with initial $x_{l}^{0}$.

## 2. Convergence of cascadic multigrid method

In the sequel, we will analyze the convergence of algorithm 1.1 for $d=1$. Similar convergence results can be obtained for $d=2$ under assumption 1.1 but we will omit it here. We refer to [9] for details.
Lemma 2.1. Let us use the basic project iterations to solve the following problem of finding an $x \in R^{n}$, such that

$$
\begin{equation*}
x \geq c \quad A_{l} x \geq b, \quad(x-c)^{T}\left(A_{l} x-b\right)=0 \tag{2.1}
\end{equation*}
$$

where $A_{l} \in R^{N_{l} \times N_{l}}$ is the stiff matrix on level $l, b, c \in R^{N_{l}}$. Denote the iteration error by $\epsilon^{k}$, i.e. $\epsilon^{k}=x^{k}-x$. Then we have $\left|\epsilon^{k+1}\right| \leq G_{l}\left|\epsilon^{k}\right|$, where $|\epsilon|=\left(\left|\epsilon_{j}\right|\right)$ and $G_{l} \geq 0$ are as follows,
$\begin{cases}G_{l}=I_{l}-\frac{A_{l}}{\sigma}, & \text { for project Richardson iteration, } \\ G_{l}=I_{l}-D_{l}^{-1} A_{l}, & \text { for project Jacobi iteration, } \\ G_{l}=\left(I_{l}-U_{l}\right)^{-1} L_{l}\left(I_{l}-L_{l}\right)^{-1} U_{l}, & \text { for project SGS iteration, }\end{cases}$
where $A_{l}=D_{l}\left(I_{l}-L_{l}-U_{l}\right)$, matrices $D_{l}, L_{l}$ and $U_{l}$ are diagonal, strictly lower triangular and strictly upper triangular respectively, $\sigma$ is some positive constant satisfying $\sigma I_{l} \geq D_{l}$.

Proof We give a simple proof for project Richardson iteration only. For project Richardson iteration, we have

$$
x^{k+1 / 2}=x^{k}-\sigma^{-1}\left(A_{l} x^{k}-b\right)
$$

and

$$
x^{k+1}=\max \left\{x^{k+1 / 2}, c\right\}=\max \left\{x^{k}-\sigma^{-1}\left(A_{l} x^{k}-b\right), c\right\}
$$

Since the solution $x$ of (2.1) satisfies

$$
x=\max \left\{x-\sigma^{-1}\left(A_{l} x-b\right), c\right\},
$$

it is easy to verify that

$$
\left|\epsilon^{k+1}\right| \leq\left|I_{l}-\sigma^{-1} A_{l}\right|\left|\epsilon^{k}\right|=\left(I_{l}-\sigma^{-1} A_{l}\right)\left|\epsilon^{k}\right|
$$

From Lemma 2.1, we see that the $\left|\epsilon^{k+1}\right|$ can be estimated by the matrix $G_{l}$, while $G_{l}$ is just the iteration matrix of correspondent basic iteration for linear equations $A_{l} x=b$. For such matrix $G_{l}$, we can introduce the following result.

Lemma 2.2. [5, 7, 15] For the basic iterations, such as Richardson, Jacobi or Gauss-Seidel iteration, of linear equations on lever l, we have

$$
\begin{equation*}
\left\|G_{l}^{m_{l}} y\right\|_{2} \preceq \frac{h_{l}^{-1}}{m_{l}^{1 / 2}}\|y\|_{2}, \quad\left\|G_{l}^{m_{l}} y\right\|_{2} \leq\|y\|_{2}, \quad \forall y \in R^{N_{l}} \tag{2.2}
\end{equation*}
$$

where $G_{l}$ is the iteration matrix of Richardson, Jacobi or Gauss-Seidel iteration corresponding to linear equations $A_{l} x=b$.

The following lemma can be derived by careful calculation.
Lemma 2.3. Let $v_{l}=\sum_{i=1}^{N_{l}}(y)_{i} \varphi_{l}^{(i)}$. Then

$$
\begin{equation*}
\|v\|_{L^{2}} \preceq h_{l}^{\frac{1}{2}}\|y\|_{2} \preceq\|v\|_{L^{2}} \tag{2.3}
\end{equation*}
$$

Based on above basic lemmas, we can obtain the main convergence result and the estimate of the total number of operations as follows.
Theorem 2.1. Let $m_{l}=\left[\beta^{L-l} m_{L}\right]$. Then we have

$$
\left\|\tilde{u}_{L}-u_{L}\right\|_{L^{2}} \preceq \begin{cases}\frac{1}{\left(1-\frac{2}{\sqrt{\beta}}\right) m_{L}^{1 / 2}} \cdot h_{L}, & \text { for } \beta>4,  \tag{2.4}\\ \frac{L}{m_{L}^{1 / 2}} \cdot h_{L}, & \text { for } \beta=4 .\end{cases}
$$

Proof By Lemma 2.1, we have that

$$
\left|\tilde{x}_{l}-x_{l}\right| \leq G_{l}^{m_{l}}\left|x_{l}^{0}-x_{l}\right| \leq G_{l}^{m_{l}}\left|I_{l} x_{l-1}-x_{l}\right|+G_{l}^{m_{l}}\left|I_{l}\left(\tilde{x}_{l-1}-x_{l-1}\right)\right|
$$

Then, by lemma 2.2, we have that

$$
\begin{align*}
\left\|\tilde{x}_{l}-x_{l}\right\|_{2} & \leq\left\|G_{l}^{m_{l}}\left|I_{l} x_{l-1}-x_{l}\right|\right\|_{2}+\left\|\left|I_{l}\left(\tilde{x}_{l-1}-x_{l-1}\right)\right|\right\|_{2}  \tag{2.5}\\
& \leq\left\|G_{l}^{m_{l}}\left|I_{l} x_{l-1}-x_{l}\right|\right\|_{2}+\sqrt{2}\left\|\tilde{x}_{l-1}-x_{l-1}\right\|_{2}
\end{align*}
$$

By multiplying (2.5) by $(\sqrt{2})^{L-l}$ and taking the sum for $l=1,2, \ldots, L$, we get

$$
\begin{aligned}
\left\|\tilde{x}_{L}-x_{L}\right\|_{2} & \preceq \sum_{l=1}^{L} \frac{(\sqrt{2})^{L-l} h_{l}^{-1}}{m_{l}^{1 / 2}}\left\|I_{l} x_{l-1}-x_{l}\right\|_{2} \\
& \preceq \sum_{l=1}^{L} \frac{(\sqrt{2})^{L-l} h_{l}^{-3 / 2}}{m_{l}^{1 / 2}}\left\|u_{l-1}-u_{l}\right\|_{L^{2}} \\
& \preceq \sum_{l=1}^{L} \frac{(\sqrt{2})^{L-l} h_{l}^{1 / 2}}{m_{l}^{1 / 2}}
\end{aligned}
$$

Noting that $h_{l} \cong 2^{-l} h_{0}$ and $m_{l}=\left[\beta^{L-l} m_{L}\right]$, we get immediately

$$
\left\|\tilde{x}_{L}-x_{L}\right\|_{2} \preceq \frac{h_{L}^{1 / 2}}{m_{L}^{1 / 2}} \sum_{l=1}^{L}\left(\frac{2}{\sqrt{\beta}}\right)^{L-l}
$$

and then

$$
\left\|\tilde{u}_{L}-u_{L}\right\|_{L^{2}} \preceq \frac{h_{L}}{m_{L}^{1 / 2}} \sum_{l=1}^{L}\left(\frac{2}{\sqrt{\beta}}\right)^{L-l} .
$$

Therefore, for $\beta>4$ we have

$$
\left\|\tilde{u}_{L}-u_{L}\right\|_{L^{2}} \preceq \frac{h_{L}}{m_{L}^{1 / 2}} \sum_{l=1}^{\infty}\left(\frac{2}{\sqrt{\beta}}\right)^{L-l}=\frac{1}{\left(1-\frac{2}{\sqrt{\beta}}\right) m_{L}^{1 / 2}} \cdot h_{L}
$$

and for $\beta=4$ we have

$$
\left\|\tilde{u}_{L}-u_{L}\right\|_{L^{2}} \preceq \frac{h_{L}}{m_{L}^{1 / 2}} \sum_{l=1}^{L} 1=\frac{L}{m_{L}^{1 / 2}} \cdot h_{L} .
$$

Theorem 2.2. Under the same conditions of theorem 2.1, we have the following estimate of the total number of operations.

$$
W_{L}=\sum_{l=1}^{L} m_{l} N_{l} \preceq \begin{cases}\frac{1}{1-\beta / 2} \cdot m_{L} \cdot N_{L}, & \beta<2  \tag{2.6}\\ m_{L} \cdot N_{L} \cdot L, & \beta=2 \\ m_{L} \cdot N_{L} \cdot\left(\frac{\beta}{2}\right)^{L}, & \beta>2\end{cases}
$$

and then

$$
W_{L} \preceq \begin{cases}\frac{1}{1-\beta / 2} \cdot m_{L} \cdot N_{L}, & \beta<2 ;  \tag{2.7}\\ m_{L} \cdot N_{L} \cdot \log \left(N_{L}+1\right), & \beta=2 ; \\ m_{L} \cdot N_{L} \cdot\left(N_{L}+1\right)^{(\log \beta-1)}, & \beta>2 .\end{cases}
$$

Proof It is easy to get the estimate for $\beta \leq 2$. For $\beta>2$, we have

$$
\begin{aligned}
W_{L} & =\sum_{l=1}^{L} m_{l} N_{l} \leq \sum_{l=1}^{L} \beta^{L-l} \cdot m_{L} \cdot \frac{N_{L}}{2^{L-l}} \\
& =m_{L} \cdot N_{L} \sum_{l=1}^{L}\left(\frac{\beta}{2}\right)^{L-l}=m_{L} \cdot N_{L} \frac{1-\left(\frac{\beta}{2}\right)^{L}}{1-\frac{\beta}{2}} \\
& \preceq m_{L} \cdot N_{L} \cdot\left(\frac{\beta}{2}\right)^{L} \preceq m_{L} \cdot N_{L} \cdot\left(\frac{\beta}{2}\right)^{\log \left(N_{L}+1\right)} \\
& =m_{L} \cdot N_{L} \cdot \frac{\beta^{\log \left(N_{L}+1\right)}}{N_{L}+1} \\
& =m_{L} \cdot N_{L} \cdot\left(N_{L}+1\right)^{(\log \beta-1)} .
\end{aligned}
$$

Corollary 2.1. If we choose $\beta=4, m_{l}=\left[\beta^{L-l} m_{L}\right]$, and $m_{L}=\left[m^{*} \cdot L^{2}\right]$, then for algorithm 1.1, we have the following estimates of iterative error and total number of operations.

$$
\begin{aligned}
& \left\|\tilde{u}_{L}-u_{L}\right\|_{L^{2}} \preceq h_{L} \\
& W_{L} \preceq L^{2} \cdot 2^{L} \cdot N_{L}
\end{aligned}
$$

where $m^{*}$ is some positive constant.

## 3. Numerical Examples

In this section, we give some numerical tests to show that the cascadic multigrid method proposed in the paper is effective for solving obstacle problems.
Example 3.1. Find $a u \in K=\left\{v \in H_{0}^{1}(\Omega) \mid v \geq \phi\right\}$, such that

$$
\begin{equation*}
a(u, v-u) \geq 0, \quad \forall v \in K \tag{3.1}
\end{equation*}
$$

where $\Omega=(-2,2), \phi(t)=1-t^{2}$ and $a(w, v)=\int_{-2}^{2}\left(w^{\prime} v^{\prime}+2 w v\right) d t$.
We choose the finite element inner nodes $t_{j}=-2+h_{l} j\left(j=1,2, \ldots, N_{l}\right)$, where $N_{l}+1=4 h_{l}^{-1}, h_{l}=2^{-l} h_{0}$ with $h_{0}=2^{-3}$. Using Lagrange linear finite element method to discrete the problem (3.1), we get corresponding discrete
problem (1.3). In algorithm 1.1, or equivalently algorithm 1.2 , we choose $m_{l}=\left[4.2^{L-l}\right]$. In two-grid V-cycle algorithm (see e.g.[4]), we let $\mu_{1}$, and $\mu_{2}$ be the project iteration numbers of pre-smoother (performed before the coarsegrid correction ) and post-smoother (performed after the coarse-grid correction ) respectively, $\mu$ be the project iteration number on the coarse grids, that is the exact solution of the problem on the coarse-grid is replaced by $\mu$ steps of coarsegrid project iteration solution. precision $=\left\|\min \left\{A_{L} \tilde{x}_{L}-b_{L}, \tilde{x}_{l}-c_{l}\right\}\right\|_{\infty}$. Table 1 and Table 2 show the computing results of the algorithms with project Jacobi smoother and project SGS smoother respectively. Table 3 shows the corresponding results of two-grid V-cycle algorithm.

Table 1. Numerical results for project Jacobi smoother

| $L$ | $N_{L}$ | $W_{L}$ | precision | time(second) |
| :---: | :---: | :---: | :---: | :---: |
| 4 | 511 | 8252 | $1.1309 \times 10^{-4}$ | 0.44 |
| 5 | 1023 | 36393 | $3.0121 \times 10^{-5}$ | 1.32 |
| 6 | 2047 | 155471 | $7.2565 \times 10^{-6}$ | 5.05 |
| 7 | 4095 | 658462 | $1.7277 \times 10^{-6}$ | 19.06 |

Table 2. Numerical results for project SGS smoother

| $L$ | $N_{L}$ | $W_{L}$ | precision | time(second) |
| :---: | :---: | :---: | :---: | :---: |
| 4 | 511 | 16504 | $3.6565 \times 10^{-4}$ | 1.04 |
| 5 | 1023 | 72786 | $1.0544 \times 10^{-4}$ | 4.39 |
| 6 | 2047 | 310942 | $2.3650 \times 10^{-5}$ | 18.84 |
| 7 | 4095 | 1316924 | $6.6756 \times 10^{-6}$ | 85.63 |

Table 3. Numerical results for two-grid V-cycle algorithm

| $\mu_{1} / \mu_{2} / \mu$ | $N_{L}$ | cycle number | precision | time(second) |
| :---: | :---: | :---: | :---: | :---: |
| $3 / 3 / 1$ | 511 | 3 | $2.400 \times 10^{-3}$ | 0.55 |
| $3 / 3 / 1$ | 1023 | 4 | $1.100 \times 10^{-3}$ | 2.14 |
| $3 / 3 / 1$ | 2047 | 3 | $6.2469 \times 10^{-4}$ | 5.44 |
| $3 / 3 / 1$ | 4095 | 3 | $3.1358 \times 10^{-4}$ | 20.76 |

Example 3.2. Find a $u \in K=\left\{v \in H_{0}^{1}(\Omega) \mid v \geq \phi\right\}$, such that

$$
\begin{equation*}
a(u, v-u) \geq 0, \quad \forall v \in K, \tag{3.2}
\end{equation*}
$$

where $\Omega=(0,1) \times(0,1), \phi(t, s)=0.35-\left[(0.5-t)^{2}+(0.5-s)^{2}\right]^{1 / 2}$ and $a(w, v)=\int_{\Omega}(\nabla w \nabla v) d t d s$.

We choose the finite element inner nodes $\left(t_{i}, s_{j}\right)=\left(h_{l} i, h_{l} j\right)(i, j=1,2, \ldots$, $\left.\sqrt{N_{l}}\right)$, where $N_{l}=\left(h_{l}^{-1}-1\right)^{2}, h_{l}=2^{-l} h_{0}$ with $h_{0}=2^{-2}$. Using Lagrange linear finite element method to discrete the problem (3.2), we get corresponding discrete problem (1.3). In algorithm 1.1, or equivalently algorithm 1.2, we choose $m_{l}=\left[4^{L-l} m_{L}\right], m_{L}=m^{*} L^{2}$. Table 4 and Table 5 show the computing results of cascadic multigrid method and two-grid V-cycle algorithm respectively.

Table 4. Cascadic multigrid method with project Jacobi smoother

| $m^{*}$ | $L$ | $N_{L}$ | precision | time(second) |
| :---: | :---: | :---: | :---: | :---: |
| 0.3 | 3 | 961 | 0.0195 | 0.38 |
| 0.15 | 4 | 3969 | 0.0093 | 4.40 |
| 0.1 | 5 | 16129 | 0.0046 | 77.55 |

Table 5. two-grid V-cycle algorithm

| $\mu_{1} / \mu_{2} / \mu$ | $N_{L}$ | cycle number | precision | time(second) |
| :---: | :---: | :---: | :---: | :---: |
| $2 / 2 / 1$ | 961 | 2 | 0.0073 | 0.44 |
| $2 / 2 / 1$ | 3969 | 2 | 0.0034 | 4.4 |
| $2 / 2 / 1$ | 16129 | 2 | 0.0022 | 75.0 |

Remark 3.1 It is well known that multigrid methods are much faster than the traditional relaxation iteration methods. We see here from table $1 \sim$ table 5 that the cascadic multigrid method is competent with two-grid V-cycle multigrid algorithm for both cases of $d=1$ and $d=2$.

Remark 3.2 Unlike the PDE case, the estimate (2.4) does not have optimal convergence order. The following Table gives a comparison of the cascadic method, for solving (3.1) and the corresponding boundary value problem, i.e. finding $u \in H_{0}^{1}(\Omega)$, such that

$$
\begin{equation*}
a(u, v-u)=1, \quad \forall v \in H_{0}^{1}(\Omega) \tag{3.3}
\end{equation*}
$$

Table 6. Comparison with equation case

| $L$ | $N_{L}$ | $\left\\|u-\tilde{u}_{L}\right\\|_{L_{2}}$ | $\left\\|w-\tilde{w}_{L}\right\\|_{L_{2}}$ |
| :---: | :---: | :---: | :---: |
| 4 | 511 | $3.0242 \times 10^{-4}$ | $2.0509 \times 10^{-3}$ |
| 5 | 1023 | $2.6261 \times 10^{-4}$ | $1.3657 \times 10^{-3}$ |
| 6 | 2047 | $1.9290 \times 10^{-4}$ | $5.7183 \times 10^{-4}$ |
| 7 | 4095 | $1.2054 \times 10^{-4}$ | $3.3371 \times 10^{-4}$ |

In above table, $\left\|u-\tilde{u}_{L}\right\|_{L_{2}}$ and $\left\|w-\tilde{w}_{L}\right\|_{L_{2}}$ denote the $L_{2}$ error between the analytical and computed solutions of problem (3.1) and (3.3) respectively. From Table 6, we see that with the increase of $L,\left\|u-\tilde{u}_{L}\right\|_{L_{2}}$ decrease more slowly than $\left\|w-\tilde{w}_{L}\right\|_{L_{2}}$. However, the difference is not large, which implies that estimate better than (2.4) is possible.
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#### Abstract

The PIM mold filling analysis is based on two-dimensional layer flows assumptions for thin cavity filling under non-isothermal conditions. The mathematical model that described PIM filling process is created, and the formula that calculated the flow conductance is deduced. The pressure equation for the liquid phase is obtained as $$
\frac{\partial}{\partial x}\left(S \frac{\partial P}{\partial x}\right)+\frac{\partial}{\partial y}\left(S \frac{\partial P}{\partial y}\right)=0
$$ which is a non-linear elliptic partial differential equation. It calculates for the model possible and lays a mathematical foundation for further analyzing the PIM mold filling flow.

Keywords: Powder Injection Molding, Rheology, Flow Conductance, Mathematical model


## 1. Introduction

Powder Injection Molding (PIM) is a new powder metallurgy near-net shape forming technology that has been evolved from the conventional injection molding process of plastics. PIM process offers many technological and economical advantages over the conventional powder products, such as near-net shaping, complex shape production, high performance and productivity etc., so PIM

[^16]process has evoked many considerable researches. It is called "The technology in the greatest demand nowadays to manufacture parts". Figure 1 shows schematically the production process during powder injection molding. In a first step, the "granulates feedstock" is blended from the metal powder and a $35-55 \mathrm{Vol} \%$ polymer binder system. In the second step, the melt feedstock is molded into shape under high pressure on an injection molding machine in the state of temperature $\left(100^{\circ} \mathrm{C}-180^{\circ} \mathrm{C}\right)$. Then, the polymer binder is extracted by a thermal or chemical process and the powder component is sintered to final density.


Figure 1. PIM - Powder Injection Molding
While there are many variables that control the PIM process, mold filling is the most critical phase of component manufacture. Defects, such as voids, sink marks, weld lines and density variation can result if the molding parameters and tool features are not properly specified, and these defects can't be compensated in the subsequent debinding or sintering process. Traditionally, the design of a PIM process involves iterative changes in mold variables and tool features until success has been achieved. Therefore, the design has been an art, rather than a science, involving costly and time consuming procedures. To bring this industry to a more scientific basis, the design process should be integrated with scientific analysis based upon fluid mechanics, heat transfer and stress analysis. We should create the partial differential equations describing the fluid flow and heat transfer in PIM processes, should solve the numerical solvation for the partial differential equations and simulate the flow front locations, distribution of velocities, temperature and pressure. Then we can analyze the possible defects and the region in which the defects maybe occur during the PIM process, provide the useful information for the design of a PIM process. This has become possible by numerical techniques implemented on computers.

## 2. The equations describing the feedstock mold filling flow

In this paper, we use the Euler Method. To describe the physical capacity of the melt fluid particle (every small parts getting from unlimitedly partition.) and their changing conditions, the velocity, pressure etc. of the fluid particle which is of every instant in space's certain place are studied. In order to study the melt
feedstock mold filling flow, we consider that the melt fluid is even continuous medium, and powder's influence is summed to rheological behaviors and other material parameter's changing. So the rheological field of the melt fluid flow should obey the conservation law of mass, momentum and energy of continuous medium mechanics. According to Kwon [3], in a control volume,
The continuity equation is,

$$
\begin{equation*}
\nabla \cdot \vec{V}=\frac{\partial u_{j}}{\partial x_{j}}=0 \tag{2.1}
\end{equation*}
$$

where $\vec{V}$ is the velocity vector, $\vec{V}=u_{1} \overrightarrow{e_{1}}+u_{2} \overrightarrow{e_{2}}+u_{3} \overrightarrow{e_{3}}, \overrightarrow{e_{1}}, \overrightarrow{e_{2}}$ and $\overrightarrow{e_{3}}$ are the unit vectors in the direction of the 1,2 and 3 axes.

The momentum transport equation is,

$$
\begin{equation*}
\rho \frac{\partial u_{i}}{\partial t}+\rho u_{j} \frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial \tau_{i j}}{\partial x_{j}}+\frac{\partial P}{\partial x_{i}}+\rho g_{i}=0 \tag{2.2}
\end{equation*}
$$

where $\rho$ is the density of feedstock, $\tau_{i j}$ is the deviatoric portion of the general stress tensor, $P$ is the pressure, $g_{i}$ is the gravitational acceleration vector in the direction of the i axes, $\vec{g}=g_{1} \overrightarrow{e_{1}}+g_{2} \overrightarrow{e_{2}}+g_{3} \overrightarrow{e_{3}}$.

The heat transfer equation of the melt is,

$$
\begin{equation*}
\rho C_{p} \frac{\partial T}{\partial t}+\rho C_{p} \vec{V} \cdot \nabla T-\rho \varphi_{m a s s} \triangle H_{b} \nabla f_{s}+\nabla \vec{q}-(-\tau: \nabla \vec{V})-\dot{Q}=0 \tag{2.3}
\end{equation*}
$$

where T is the temperature, $C_{p}$ is the specific heat, and $\vec{q}$ is the conductive heat flux, is given by $\vec{q}=q_{1} \overrightarrow{e_{1}}+q_{2} \overrightarrow{e_{2}}+q_{3} \overrightarrow{e_{3}}=q_{i} \overrightarrow{e_{i}}, q_{i}=-\Gamma \frac{\partial T}{\partial x_{i}}$ for conductive heat transfer, where $\Gamma$ is the thermal conductivity. $\dot{Q}$ is the rate at which latent heat is released during freezing of the melt in unit volume,

$$
\dot{Q}=\rho_{b} \varphi_{v} \triangle H_{b} \frac{\partial f_{s}}{\partial t}=\rho \varphi_{m a s s} \triangle H_{b} \frac{\partial f_{s}}{\partial t}
$$

where $\rho_{b}$ and $\triangle H_{b}$ are respectively the density and latent heat of the binder material, $f_{s}$ is the solid volume fraction of the binder, and $\varphi_{v}$ and $\varphi_{\text {mass }}$ are the volume fraction and weight fraction, respectively, of the binder material in the melt. $-\tau: \nabla \vec{V}$ represent the term of viscous heating is determined by $-\tau: \nabla \vec{V}=\eta \dot{\gamma}^{2}$, where $\dot{\gamma}$ is the shear rate, $\eta$ is the flow viscosity, $\eta=\eta(\dot{\gamma}, T)$ for a given feedstock..

On the basis of that many factors are considered and assume the melt fluid is well-distributed and satisfied the power law, the rheological equation $\eta=$ $\eta(\dot{\gamma}, T)$ of the feedstock mold filling is given by German [2]. In general, the rheological equation $\eta=\eta(\dot{\gamma}, T)$ is simplified as

$$
\begin{equation*}
\eta=m_{0} \exp \left(T_{\alpha} / T\right) \dot{\gamma}^{m-1} \tag{2.4}
\end{equation*}
$$

where, $m_{0}, T_{\alpha}$, are material constants.

## 3. The mathematical model of two-dimensional layer flows of the melt feedstock in the Powder Injection Molding process

The flow in the PIM process is a complicated problem with viscoelasticity effect, non-stability, non-isotherm. In addition, considering the complexity molding geometry shape. It is extremely difficult to describe the whole process of the flows exactly. What we have offered in the last paragraph is a three-dimensional flow with little feasibility. Actually, in many circumstances, the process of PIM feedstock mold filling flow could be simplified as a twodimensional flow. Compared to viscosity, inertial force and gravity could be neglected. Most injection molded parts have a flat thin cavity. We therefore confine the analysis to a relatively thin part such that the flow can be considered to be two-dimensional layer flows. The following assumptions are made to simplify the formulation.

1 Powder and binder mix well without any gas hole, and the mixture never separates during the flow. The feedstock melt fluid flow is considered as even continuous medium non-Newtonian fluid flow, and the effect of heat expansion and the latent heat are neglected.

2 Heat conduction plays greatest role on cavity wall, and the convective transmit heat in cavity thickness z direction is neglected. While the convective transmit heat plays greatest role in cavity, and heat conduction in the streamwise x , y direction in cavity is neglected.

3 In the cavity, we only consider viscosity, and inertial force, elasticity and gravity are neglected. The pressure is assumed to be constant in the thickness z direction.

4 At the gate of cavity, the injecting temperature T 0 , the rate of volume Q and the temperature Tw of cavity wall are constants during the flow. The solidification is neglected and the no-slip boundary is assumed.

Then the governing equation for the continuity, momentum and energy balance for the melt fluid are described as

$$
\begin{equation*}
\frac{\partial}{\partial x}(b \bar{u})+\frac{\partial}{\partial y}(b \bar{v})=0 \tag{3.1}
\end{equation*}
$$

where $\bar{u}, \bar{v}$ are the average velocity vectors of the thickness in the direction of the $x, y$ axes. $2 b$ is the thickness of cavity.

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(\eta \frac{\partial u}{\partial z}\right)-\frac{\partial P}{\partial x}=0, \frac{\partial}{\partial z}\left(\eta \frac{\partial v}{\partial z}\right)-\frac{\partial P}{\partial y}=0 \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
\rho C_{p}\left(\frac{\partial T}{\partial t}+u \frac{\partial T}{\partial x}+v \frac{\partial T}{\partial y}\right)=K_{t h} \frac{\partial^{2} T}{\partial z^{2}}+\eta \dot{\gamma}^{2} \tag{3.3}
\end{equation*}
$$

where $u, v$ are the velocity vectors in the direction of the $x, y$ axes. $K_{t h}$ is the coefficient of heat conduction. And $\eta$ is given by

$$
\begin{equation*}
\eta=m_{0} \exp \left(T_{\alpha} / T\right) \dot{\gamma}^{n-1} \tag{3.4}
\end{equation*}
$$

where $\dot{\gamma}$ is determined by

$$
\begin{equation*}
\dot{\gamma}=\left[\left(\frac{\partial u}{\partial z}\right)^{2}+\left(\frac{\partial v}{\partial z}\right)^{2}\right]^{\frac{1}{2}} \tag{3.5}
\end{equation*}
$$

The boundary conditions are

- On the cavity wall:

$$
\begin{align*}
& u(x, y, b, t)=v(x, y, b, t)=0  \tag{3.6}\\
& T(x, y, b, t)=T_{w} \tag{3.7}
\end{align*}
$$

- On the central line of cavity:

$$
\begin{align*}
\frac{\partial u}{\partial z}(x, y, 0, t) & =\frac{\partial v}{\partial z}(x, y, 0, t)=0  \tag{3.8}\\
\frac{\partial T}{\partial z}(x, y, 0, t) & =0 \tag{3.9}
\end{align*}
$$

## 4. The flow conductance and the pressure equation for the melt fluid

For simplification, let

$$
\begin{equation*}
\Lambda_{x}=-\frac{\partial P}{\partial x}(x, y, t), \quad \Lambda_{y}=-\frac{\partial P}{\partial y}(x, y, t) \tag{4.1}
\end{equation*}
$$

By integrating the equation (3.2) and using the boundary condition (3.6), we obtain

$$
\begin{equation*}
\eta \frac{\partial u}{\partial z}=-\Lambda_{x} Z, \quad \eta \frac{\partial v}{\partial z}=-\Lambda_{y} Z \tag{4.2}
\end{equation*}
$$

From equations (4.2) and (3.5), we deduce that

$$
\begin{equation*}
\dot{\gamma}=\frac{1}{\eta} \Lambda_{z} \tag{4.3}
\end{equation*}
$$

where $\Lambda_{z}=\sqrt{\Lambda_{x}^{2}+\Lambda_{y}^{2}}$. By integrating the equation (4.2) and using the boundary condition (3.6), we obtain

$$
\begin{equation*}
u=\Lambda_{x} \int_{z}^{b} \frac{z}{\eta} d z, \quad v=\Lambda_{y} \int_{z}^{b} \frac{z}{\eta} d z \tag{4.4}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
\bar{u} & =\frac{1}{b} \int_{0}^{b} \Lambda_{x}\left(\int_{z}^{b} \frac{z}{\eta} d z\right) d z=\frac{1}{b} \Lambda_{x} \int_{0}^{b} d z \int_{z}^{b} \frac{t}{\eta} d t \\
& =\frac{1}{b} \Lambda_{x} \int_{0}^{b} d t \int_{0}^{t} \frac{t}{\eta} d z=\frac{1}{b} \Lambda_{x} \int_{0}^{b} \frac{t^{2}}{\eta} d t \\
& =\frac{1}{b} \Lambda_{x} \int_{0}^{b} \frac{z^{2}}{\eta} d z
\end{aligned}
$$

Similarly,

$$
\bar{v}=\frac{1}{b} \int_{0}^{b} \Lambda_{y}\left(\int_{z}^{b} \frac{z}{\eta} d z\right) d z=\frac{1}{b} \Lambda_{y} \int_{0}^{b} \frac{z^{2}}{\eta} d z
$$

Let

$$
\begin{equation*}
S=\int_{0}^{b} \frac{z^{2}}{\eta} d z \tag{4.5}
\end{equation*}
$$

Equation (4.6) is the formula for calculating the flow conductance. Hence, we have the average velocity $\bar{u}, \bar{v}$,

$$
\begin{equation*}
\bar{u}=\frac{1}{b} \Lambda_{x} S, \quad \bar{v}=\frac{1}{b} \Lambda_{y} S \tag{4.6}
\end{equation*}
$$

By integrating the momentum equation, making use of the non-slip and symmetric boundary conditions for velocity as well as the continuity equation, we obtain from (3.1) and (4.6) the pressure equation for the melt liquid

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(S \frac{\partial P}{\partial x}\right)+\frac{\partial}{\partial y}\left(S \frac{\partial P}{\partial y}\right)=0 \tag{4.7}
\end{equation*}
$$

which is a nonlinear elliptic partial differential equation. It lays a mathematical foundation for further analysis for the PIM flow.
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