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Abstract. The alternating direction method of multipliers (ADMM) is an application of the Douglas-Rachford splitting method; and the symmetric version of ADMM which updates the Lagrange multiplier twice at each iteration is an application of the Peaceman-Rachford splitting method. Sometimes the symmetric ADMM works empirically; but theoretically its convergence is not guaranteed. It was recently found that the convergence of symmetric ADMM can be sufficiently ensured if both the step sizes for updating the Lagrange multiplier are shrank conservatively. In this paper, we focus on the convex programming context and specify a step size domain that can ensure the convergence of symmetric ADMM. In particular, it is shown for the first time that, we can choose Glowinski’s larger step size for one of the Lagrange-multiplier-updating steps at each iteration; so shrinking both the step sizes is not necessary for the symmetric ADMM. Some known results in the ADMM literature turn out to be special cases of our discussion.
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1 Introduction

We consider the model

\[
\min \{ \theta_1(x) + \theta_2(y) \mid Ax + By = b, \ x \in \mathcal{X}, \ y \in \mathcal{Y} \},
\]

(1.1)

where \( A \in \mathbb{R}^{m \times n_1} \), \( B \in \mathbb{R}^{m \times n_2} \), \( b \in \mathbb{R}^m \), \( \mathcal{X} \subset \mathbb{R}^{n_1} \) and \( \mathcal{Y} \subset \mathbb{R}^{n_2} \) are closed convex sets, \( \theta_1 : \mathbb{R}^{n_1} \to \mathbb{R} \) and \( \theta_2 : \mathbb{R}^{n_2} \to \mathbb{R} \) are convex (not necessarily smooth) functions. Throughout, the solution set of (1.1) is assumed to be nonempty; and the sets \( \mathcal{X} \) and \( \mathcal{Y} \) are assumed to be simple.

The augmented Lagrangian function of (1.1) can be written as

\[
L_{\beta}(x, y, \lambda) = \theta_1(x) + \theta_2(y) - \lambda^T(Ax + By - b) + \frac{\beta}{2} \|Ax + By - b\|^2,
\]

(1.2)
where \( \lambda \) is the Lagrange multiplier and \( \beta > 0 \) is a penalty parameter for the linear constraints. Thus, applying directly the augmented Lagrangian method (ALM) in [21, 24] to (1.1), the iterative scheme is

\[
\begin{align*}
(x^{k+1}, y^{k+1}) &= \arg \min \left\{ \mathcal{L}_\beta(x, y, \lambda^k) \mid x \in \mathcal{X}, \ y \in \mathcal{Y} \right\}, \\
\lambda^{k+1} &= \lambda^k - \beta(Ax^{k+1} + By^{k+1} - b).
\end{align*}
\]

We are only interested in the case where the functions \( \theta_1 \) and \( \theta_2 \) may have their own properties/structures and it is worth to take advantage of them individually in algorithmic implementation. For this case, solving the \((x, y)\)-minimization problem in (1.3) may not be efficient and we prefer splitting the \((x, y)\)-subproblem into two easier ones, each involving only one function \( \theta_i \) in its objective. This idea inspired the alternating directions method of multipliers (ADMM), which was originally proposed in [2, 16] and now has received much attention from a wide range of areas such as image processing, statistical learning, computer vision, wireless communication network and cloud computing. Starting with an initial iterate \((y^0, \lambda^0) \in \mathcal{Y} \times \mathbb{R}^m\), the ADMM generates the sequence via the scheme

\[
\begin{align*}
x^{k+1} &= \arg \min \left\{ \mathcal{L}_\beta(x, y^k, \lambda^k) \mid x \in \mathcal{X} \right\}, \\
y^{k+1} &= \arg \min \left\{ \mathcal{L}_\beta(x^{k+1}, y, \lambda^k) \mid y \in \mathcal{Y} \right\}, \\
\lambda^{k+1} &= \lambda^k - \beta(Ax^{k+1} + By^{k+1} - b).
\end{align*}
\]

We refer to, e.g., [1, 10, 14], for some reviews on ADMM.

In [13], Glowinski suggested attaching a relaxation factor to the Lagrange-multiplier-updating step in (1.4). This results in the scheme

\[
\begin{align*}
x^{k+1} &= \arg \min \left\{ \mathcal{L}_\beta(x, y^k, \lambda^k) \mid x \in \mathcal{X} \right\}, \\
y^{k+1} &= \arg \min \left\{ \mathcal{L}_\beta(x^{k+1}, y, \lambda^k) \mid y \in \mathcal{Y} \right\}, \\
\lambda^{k+1} &= \lambda^k - s\beta(Ax^{k+1} + By^{k+1} - b),
\end{align*}
\]

where the parameter \( s \) can be chosen in the interval \((0, \frac{1+\sqrt{5}}{2})\) and thus it becomes possible to enlarge the step size for updating the Lagrange multiplier. The ADMM scheme (1.5) with Glowinski’s larger step size differs from the original ADMM scheme (1.4) only in the fact that the step size for updating the Lagrange multiplier can be even larger than 1. Numerically, this larger step size is crucial for leading to better numerical performance, see some numerical results in [13] and later in [3, 5, 19, 25] for some new applications and numerical verification.

As analyzed in [8, 12], the ADMM scheme (1.4) is an application of the Douglas-Rachford splitting method (DRSM) in [6, 22] to the dual of (1.1). If the Peaceman-Rachford splitting method (PRSM), which was originally proposed in [23, 22] and is equally important as the DRSM in PDE literature, to the dual of (1.1), it was shown in [15] that we can obtain the following scheme:
In the context of (1.1), the applications of PRSM and DRSM (a.k.a. (1.6) and (1.4), respectively) are very similar, with the only difference of the Lagrange multiplier being updated twice at each iteration in (1.6). Alternatively, the scheme (1.6) can be regarded as an symmetric version of the ADMM scheme (1.4) in the sense that the variables \( x \) and \( y \) are treated equally, each of which is followed consequently by an update of the Lagrange multiplier. Analytically, however, these two schemes are of significant difference. One explanation can be found in \((1.8b)\) by an update of the Lagrange multiplier. Analytically, however, these two schemes are of significant difference. One explanation can be found in \([18]\), showing that that the sequence generated by the symmetric ADMM (1.6) is not necessarily strictly contractive with respect to the solution set of (1.1) while this property can be ensured by the sequence generated by the ADMM (1.4). Counter examples showing the divergence of (1.6) can also be found in \([4, 7]\). To overcome the difficulty of the lack of strict contraction, in \([18]\) we suggested updating the Lagrange multiplier in (1.6) more conservatively and obtained the symmetric ADMM scheme with shorter step sizes:

\[
\begin{align*}
\alpha_{k+1} &= \arg \min \{ \mathcal{L}_\beta(x, y^k, \lambda^k) | x \in \mathcal{X} \}, \\
\lambda^{k+\frac{1}{2}} &= \lambda^k - \alpha \beta (Ax^{k+1} + By^k - b), \\
y^{k+1} &= \arg \min \{ \mathcal{L}_\beta(x^{k+1}, y, \lambda^{k+\frac{1}{2}}) | y \in \mathcal{Y} \}, \\
\lambda^{k+1} &= \lambda^{k+\frac{1}{2}} - \alpha \beta (Ax^{k+1} + By^{k+1} - b),
\end{align*}
\]

where the parameter \( \alpha \in (0, 1) \) is for shrinking the step sizes in (1.6). It was shown in \([18]\) that the sequence generated by (1.7) is strictly contractive with respect to the solution set of (1.1). Thus, in \([18]\) we also called the symmetric ADMM (1.7) the strictly contractive PRSM. It warrants to mention that the restriction \( \alpha \in (0, 1) \) makes the update of Lagrange multipliers more conservative with shorter step sizes; but it plays a crucial theoretical role in ensuring the strict contraction for the sequence generated by (1.7) and hence sufficiently ensuring the convergence of the symmetric ADMM (1.7). Despite of the significant theoretical role of the shorter step sizes in (1.7), it was recommended in \([18]\) to take larger values close to 1 for \( \alpha \) to lead to better numerical performance. Naturally, one may ask if it is necessary to shrink both the step sizes for the symmetric ADMM (1.7) in order to ensure its convergence.

We will provide a negative answer to this question and show that we can take the Glowinski’s larger step size in \([13]\) to update one of the Lagrange-multiplier-updating steps in (1.7) while the convergence can still be ensured. Furthermore, we will specify a step size domain that can ensure the convergence of the symmetric ADMM (1.7). To emphasize that we can take different step sizes for updating the Lagrange multiplier, we revise the symmetric ADMM (1.7) slightly as following

\[
\begin{align*}
\alpha_{k+1} &= \arg \min \{ \mathcal{L}_\beta(x, y^k, \lambda^k) | x \in \mathcal{X} \}, \\
\lambda^{k+\frac{1}{2}} &= \lambda^k - r \beta (Ax^{k+1} + By^k - b), \\
y^{k+1} &= \arg \min \{ \mathcal{L}_\beta(x^{k+1}, y, \lambda^{k+\frac{1}{2}}) | y \in \mathcal{Y} \}, \\
\lambda^{k+1} &= \lambda^{k+\frac{1}{2}} - s \beta (Ax^{k+1} + By^{k+1} - b),
\end{align*}
\]

in which \( r \) and \( s \) play the same role of \( \alpha \) as in (1.7) but they are independent. We discuss the case where the parameters \( r \) and \( s \) are restricted into the domain

\[
\mathcal{D} = \{ (s, r) | s \in (0, \frac{1+\sqrt{2}}{2}), \ r \in (-1, 1) & \ r + s > 0, \ |r| < 1 + s - s^2 \}.
\]
In Figure 1, we show the domain $\mathcal{D}$ for the convenience of discussion; and various ADMM-like algorithms can be retrieved by choosing different values for $r$ and $s$ in the domain. Indeed, it is easy to see that our discussion includes some known ADMM-based schemes as special cases. For examples, the original ADMM (1.4) corresponds to the point $(s = 1, r = 0)$ in Figure 1, the ADMM with Glowinski’s larger step size (1.5) is the case where $s \in (0, \frac{1+\sqrt{5}}{2})$ and $r = 0$, the generalized ADMM scheme proposed in [8] is the case where $s = 1$ and $r \in (-1, 1)$ (see Remark 5.6 for elaboration); and the symmetric ADMM in [18] corresponds to the region where $s \in (0, 1)$ and $r \in (0, 1)$. Therefore, with the restriction of $r$ and $s$ in $\mathcal{D}$, we provide a comprehensive study on choosing the step sizes for the symmetric ADMM (1.8). Indeed, it turns out that the proof is more demanding than those for the mentioned special cases, mainly because one step size can be enlarged to the interval $(0, \frac{1+\sqrt{5}}{2})$.

The rest of this paper is organized as follows. In Section 2, we summarize some facts that are useful for further analysis. In particular, the variational inequality characterization of the model (1.1) is presented. Since the proof of convergence for (1.8) is highly nontrivial, we prepare for the main convergence analysis step by step in Sections 3-5. Then, the convergence analysis is conducted in Section 6. Finally some conclusions are made in Section 7.

![Fig. 1. Step size domain $\mathcal{D}$ for the symmetric ADMM (1.8)](image-url)
2 Preliminaries

2.1 Optimality condition in terms of variational inequality

In this section, we summarize some preliminaries that will be used in later analysis. First, we show how to represent the optimality condition of the model (1.1) in the variational inequality context, which is the basis of the convergence analysis to be presented.

Let the Lagrangian function of the problem (1.1) be

\[ L(x, y, \lambda) = \theta_1(x) + \theta_2(y) - \lambda^T (Ax + By - b), \]  

(2.1)
defined on \( \mathcal{X} \times \mathcal{Y} \times \mathbb{R}^m \). In (2.1), \((x, y)\) and \(\lambda\) are primal and dual variables, respectively. We call \((x^*, y^*), \lambda^* \) \( \in \mathcal{X} \times \mathcal{Y} \times \mathbb{R}^m \) a saddle point of \( L(x, y, \lambda) \) if the following inequalities are satisfied:

\[ L_{\lambda \in \mathbb{R}^m}(x^*, y^*, \lambda) \leq L(x^*, y^*, \lambda^*) \leq L_{x \in \mathcal{X}, y \in \mathcal{Y}}(x, y, \lambda^*). \]

Obviously, a saddle point \((x^*, y^*), \lambda^* \) can be characterized by the system

\[
\begin{align*}
x^* &= \arg\min\{L(x, y^*, \lambda^*) | x \in \mathcal{X}\}, \\
y^* &= \arg\min\{L(x^*, y, \lambda^*) | y \in \mathcal{Y}\}, \\
\lambda^* &= \arg\max\{L(x^*, y^*, \lambda) | \lambda \in \mathbb{R}^m\},
\end{align*}
\]

(2.2)

which can be rewritten as

\[
\begin{align*}
x^* \in \mathcal{X}, & \quad L(x, y^*, \lambda^*) - L(x^*, y^*, \lambda^*) \geq 0, \quad \forall x \in \mathcal{X}, \\
y^* \in \mathcal{Y}, & \quad L(x^*, y, \lambda^*) - L(x^*, y^*, \lambda^*) \geq 0, \quad \forall y \in \mathcal{Y}, \\
\lambda^* \in \mathbb{R}^m, & \quad L(x^*, y^*, \lambda^*) - L(x^*, y^*, \lambda) \geq 0, \quad \forall \lambda \in \mathbb{R}^m.
\end{align*}
\]

Below we summarize how to characterize the optimality condition of an optimization model by a variational inequality. The proof is obvious; thus omitted.

**Proposition 2.1.** Let \( \mathcal{X} \subset \mathbb{R}^n \) be a closed convex set, \( \theta(x) : \mathbb{R}^n \to \mathbb{R} \) and \( f(x) : \mathbb{R}^n \to \mathbb{R} \) be convex functions. In addition, \( f(x) \) is differentiable. We assume that the solution set of the minimization problem \( \min\{\theta(x) + f(x) | x \in \mathcal{X}\} \) is nonempty. Then,

\[ x^* = \arg\min\{\theta(x) + f(x) | x \in \mathcal{X}\}, \]  

(2.3a)

if and only if

\[ x^* \in \mathcal{X}, \quad \theta(x) - \theta(x^*) + (x - x^*)^T \nabla f(x^*) \geq 0, \quad \forall x \in \mathcal{X}. \]  

(2.3b)

Hence, using (2.1) and (2.3), we can rewrite the system (2.2) as

\[
\begin{align*}
x^* \in \mathcal{X}, & \quad \theta_1(x) - \theta_1(x^*) + (x - x^*)^T(-A^T \lambda^*) \geq 0, \quad \forall x \in \mathcal{X}, \\
y^* \in \mathcal{Y}, & \quad \theta_2(y) - \theta_2(y^*) + (y - y^*)^T(-B^T \lambda^*) \geq 0, \quad \forall y \in \mathcal{Y}, \\
\lambda^* \in \mathbb{R}^m, & \quad (\lambda - \lambda^*)^T(Ax^* + By^* - b) \geq 0, \quad \forall \lambda \in \mathbb{R}^m.
\end{align*}
\]

(2.4)
In other words, a saddle point \((x^*, y^*), \lambda^*\) of the Lagrangian function (2.1) can be characterized by a solution point of the following variational inequality:

\[
\text{VI}(\Omega, F, \theta) \quad w^* \in \Omega, \quad \theta(u) - \theta(u^*) + (w - w^*)^T F(w^*) \geq 0, \quad \forall w \in \Omega, \quad (2.5a)
\]

where

\[
w = \begin{pmatrix} x \\ y \\ \lambda \end{pmatrix}, \quad u = \begin{pmatrix} x \\ y \end{pmatrix}, \quad F(w) = \begin{pmatrix} -A^T \lambda \\ -B^T \lambda \\ Ax + By - b \end{pmatrix}, \quad (2.5b)
\]

\[
\theta(u) = \theta_1(x) + \theta_2(y), \quad \text{and} \quad \Omega = \mathcal{X} \times \mathcal{Y} \times \mathbb{R}^m.
\]

We denote by \(\Omega^*\) the solution set of \(\text{VI}(\Omega, F, \theta)\).

### 2.2 Characterization of a solution point of (1.1)

The following theorem provides us a criterion for judging if an iterate generated by the scheme (1.8) is an approximate solution point of (1.1) with sufficient accuracy.

**Theorem 2.2.** For \((x^{k+1}, y^{k+1}, \lambda^{k+1})\) generated by the symmetric ADMM (1.8) from a given iterate \((y^k, \lambda^k)\). If

\[
B(y^k - y^{k+1}) = 0 \quad \text{and} \quad Ax^{k+1} + By^{k+1} - b = 0, \quad (2.6)
\]

then \((x^{k+1}, y^{k+1}, \lambda^{k+1})\) is a solution point of the variational inequality (2.5).

**Proof.** Because of (2.4), we need only to show that

\[
\begin{cases}
x^{k+1} \in \mathcal{X}, & \theta_1(x) - \theta_1(x^{k+1}) + (x - x^{k+1})^T \{-A^T \lambda^{k+1}\} \geq 0, \quad \forall x \in \mathcal{X}, \quad (2.7a) \\
y^{k+1} \in \mathcal{Y}, & \theta_2(y) - \theta_2(y^{k+1}) + (y - y^{k+1})^T \{-B^T \lambda^{k+1}\} \geq 0, \quad \forall y \in \mathcal{Y}, \quad (2.7b) \\
\lambda^{k+1} \in \mathbb{R}^m, & (\lambda - \lambda^{k+1})^T (Ax^{k+1} + By^{k+1} - b) \geq 0, \quad \forall \lambda \in \mathbb{R}^m. \quad (2.7c)
\end{cases}
\]

First, it follows from (2.6) that

\[
Ax^{k+1} + By^{k} - b = 0 \quad \text{and} \quad Ax^{k+1} + By^{k+1} - b = 0. \quad (2.8)
\]

Consequently, together with (1.8b) and (1.8d), we get

\[
\lambda^{k+\frac{1}{2}} = \lambda^k \quad \text{and} \quad \lambda^{k+1} = \lambda^k. \quad (2.9)
\]

On the other hand, using (2.3), the optimality conditions of the subproblems (1.8a) and (1.8c) are

\[
x^{k+1} \in \mathcal{X}, \quad \theta_1(x) - \theta_1(x^{k+1}) + (x - x^{k+1})^T \{-A^T \lambda^k + \beta A^T (Ax^{k+1} + By^k - b)\} \geq 0, \quad \forall x \in \mathcal{X} \quad (2.10a)
\]

and

\[
y^{k+1} \in \mathcal{Y}, \quad \theta_2(y) - \theta_2(y^{k+1}) + (y - y^{k+1})^T \{-B^T \lambda^{k+\frac{1}{2}} + \beta B^T (Ax^{k+1} + By^{k+1} - b)\} \geq 0, \quad \forall y \in \mathcal{Y} \quad (2.10b)
\]

respectively. Substituting (2.8) in (2.10), it yields (2.7a) and (2.7b). Finally, notice that (2.7c) can be specified as

\[
Ax^{k+1} + By^{k+1} - b = 0.
\]
The proof is complete. □

According to Theorem 2.2, it is obvious that we can use

\[ \max\{ \|B(y^k - y^{k+1})\|^2, \|Ax^{k+1} + By^{k+1} - b\|^2 \} \leq \epsilon \]

as a stopping criterion to implement the symmetric ADMM (1.8), in which \( \epsilon > 0 \) is the tolerance specified by the user.

2.3 Some notation

Like the original ADMM scheme (1.4), in (1.8) the variable \( x \) also plays an intermediate role in the sense that \( x^k \) is not involved in the iteration. Thus, as [1], we still call \( x \) an intermediate variable and \((y, \lambda)\) essential variables because they are essentially needed in the iteration. Correspondingly, for \( w = (x, y, \lambda) \) and \( w^k = (x^k, y^k, \lambda^k) \) generated by (1.8), we use the notation

\[
\begin{align*}
  v &= \left( \begin{array}{c} y \\ \lambda \end{array} \right) \quad \text{and} \\
  v^k &= \left( \begin{array}{c} y^k \\ \lambda^k \end{array} \right)
\end{align*}
\]

to represent the essential variables in \( w \) and \( w^k \), respectively. Moreover, we use \( \mathcal{V}^* \) to denote the set of \( v^* \) for all subvectors of \( w^* \) in \( \Omega^* \).

3 A prediction-correction interpretation

In this section, we show a prediction-correction interpretation to the symmetric ADMM (1.8). Note that this is only for the convenience of algebraically presenting the convergence proof with compact notations.

First, for the iterate \((x^{k+1}, y^{k+1}, \lambda^{k+1})\) generated by the symmetric ADMM (1.8), we define an auxiliary vector \( \tilde{w}^k = (\tilde{x}^k, \tilde{y}^k, \tilde{\lambda}^k) \) as

\[
\begin{align*}
  \tilde{x}^k &= x^{k+1}, \\
  \tilde{y}^k &= y^{k+1}, \\
  \tilde{\lambda}^k &= \lambda^k - \beta(Ax^{k+1} + By^k - b).
\end{align*}
\]

Below we show the discrepancy between the auxiliary vector \( \tilde{w}^k \) and a solution point of VI(\( \Omega, F, \theta \)).

Lemma 3.1. For given \( v^k = (y^k, \lambda^k) \), let \( w^{k+1} \) be generated by the symmetric ADMM (1.8) and \( \tilde{w}^k \) be defined by (3.1). Then, we have

\[
\begin{align*}
  \tilde{w}^k \in \Omega, \quad \theta(u) - \theta(\tilde{w}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq (v - \tilde{v}^k)^T Q(v^k - \tilde{v}^k), \quad \forall w \in \Omega,
\end{align*}
\]

where

\[
Q = \begin{pmatrix} \beta B^T & -rB^T \\ -B & \frac{1}{\beta} I_m \end{pmatrix}.
\]
\textbf{Proof.} Using the notation defined in (3.1), we can rewrite $\lambda^{k+\frac{1}{2}}$ in (1.8b) as
\begin{equation}
\lambda^{k+\frac{1}{2}} = \lambda^k - r(\lambda^k - \hat{\lambda}^k) = \hat{\lambda}^k + (r - 1)(\hat{\lambda}^k - \lambda^k).
\end{equation}
Notice that the objective functions of the $x$- and $y$-subproblem in (1.8) are
\begin{equation}
\mathcal{L}_\beta(x, y^k, \lambda^k) = \theta_1(x) + \theta_2(y^k) - (\lambda^k)^T(Ax + By^k - b) + \frac{\beta}{2} \|Ax + By^k - b\|^2,
\end{equation}
and
\begin{equation}
\mathcal{L}_\beta(x^{k+1}, y, \lambda^{k+\frac{1}{2}}) = \theta_1(x^{k+1}) + \theta_2(y) - (\lambda^{k+\frac{1}{2}})^T(Ax^{k+1} + By - b) + \frac{\beta}{2} \|Ax^{k+1} + By - b\|^2,
\end{equation}
respectively. According to (2.3), the optimality condition of the $x$-subproblem of (1.8a) is
\begin{equation*}
x^{k+1} \in \mathcal{X}, \quad \theta_1(x) - \theta_1(x^{k+1}) + (x - x^{k+1})^T\{-A^T\lambda^k + \beta A^T(Ax^{k+1} + By^k - b)\} \geq 0, \quad \forall x \in \mathcal{X},
\end{equation*}
and it can be written as (by using the auxiliary vector $\tilde{w}^k$ defined in (3.1))
\begin{equation}
\tilde{x}^k \in \mathcal{X}, \quad \theta_1(x) - \theta_1(\tilde{x}^k) + (x - \tilde{x}^k)^T(-A^T\tilde{\lambda}^k) \geq 0, \quad \forall x \in \mathcal{X}.
\end{equation}
Ignoring some constant terms in the objective function of the $y$-subproblem (1.8c) and using (3.3), we have
\begin{equation*}
\tilde{y}^k = \arg \min \{\theta_2(y) - (\tilde{\lambda}^k + (r - 1)(\tilde{\lambda}^k - \lambda^k))^TBy + \frac{\beta}{2}\|A\tilde{x}^k + By - b\|^2 \mid y \in \mathcal{Y}\}.
\end{equation*}
Consequently, using (2.3), we obtain
\begin{equation*}
\tilde{y}^k \in \mathcal{Y}, \quad \theta_2(y) - \theta_2(\tilde{y}^k) + (y - \tilde{y}^k)^T\{-B^T(\tilde{\lambda}^k + (r - 1)(\tilde{\lambda}^k - \lambda^k)) + \beta B^T(A\tilde{x}^k + By^k - b)\} \geq 0, \quad \forall y \in \mathcal{Y}.
\end{equation*}
Now, we treat the \{\} term in the last inequality. Using $\beta(A\tilde{x}^k + By^k - b) = -(\tilde{\lambda}^k - \lambda^k)$ (see (3.1b)), we obtain
\begin{equation*}
\{-B^T(\tilde{\lambda}^k + (r - 1)(\tilde{\lambda}^k - \lambda^k)) + \beta B^T(A\tilde{x}^k + By^k - b)\}
= -B^T(\tilde{\lambda}^k + (r - 1)(\tilde{\lambda}^k - \lambda^k)) + \beta B^T(\tilde{y}^k - y^k) + \beta B^T(A\tilde{x}^k + By^k - b)
= -B^T\tilde{\lambda}^k - (r - 1)B^T(\tilde{\lambda}^k - \lambda^k) + \beta B^T(\tilde{y}^k - y^k) - B^T(\tilde{\lambda}^k - \lambda^k)
= -B^T\tilde{\lambda}^k + \beta B^T(\tilde{y}^k - y^k) - rB^T(\tilde{\lambda}^k - \lambda^k).
\end{equation*}
Thus, using the notation of $w^k$ and $\tilde{w}^k$, the optimality condition of the $y$-subproblem can be written as
\begin{equation}
\tilde{y}^k \in \mathcal{Y}, \quad \theta_2(y) - \theta_2(\tilde{y}^k) + (y - \tilde{y}^k)^T\{-B^T\tilde{\lambda}^k + \beta B^T(\tilde{y}^k - y^k) - rB^T(\tilde{\lambda}^k - \lambda^k)\} \geq 0, \quad \forall y \in \mathcal{Y}.
\end{equation}
According to the definition of $\tilde{w}^k$ in (3.1), we have
\begin{equation*}
(A\tilde{x}^k + By^k - b) - B(\tilde{y}^k - y^k) + (1/\beta)(\tilde{\lambda}^k - \lambda^k) = 0,
\end{equation*}
and it can be written as
\begin{equation}
\lambda^{k+1} \in \mathbb{R}^m, \quad (\lambda - \lambda^{k+1})^T\{(A\tilde{x}^k + By^k - b) - B(\tilde{y}^k - y^k) + (1/\beta)(\tilde{\lambda}^k - \lambda^k)\} \geq 0, \quad \forall \lambda \in \mathbb{R}^m.
\end{equation}
Combining (3.5a), (3.5b) and (3.5c), and using the notations of (2.5), we prove the assertion of this lemma. \qed
Lemma 3.2. For given $v^k$, let $w^{k+1}$ be generated by (1.8) and $	ilde{w}^k$ be defined by (3.1). Then, we have
\[ v^{k+1} = v^k - M(v^k - 	ilde{v}^k), \] (3.6a)
where
\[ M = \begin{pmatrix} I & 0 \\ -s\beta B & (r + s)I_m \end{pmatrix}. \] (3.6b)

Proof. It follows from (1.8) that
\[
\lambda^{k+1} = \lambda^{k+\frac{1}{2}} - [-s\beta B(y^k - \hat{y}^k) + s\beta(Ax^{k+1} + By^k - b)] \\
= \lambda^k - r(\lambda^k - \tilde{\lambda}^k) - [-s\beta B(y^k - \hat{y}^k) + s(\lambda^k - \tilde{\lambda}^k)] \\
= \lambda^k - [-s\beta B(y^k - \hat{y}^k) + (r + s)(\lambda^k - \tilde{\lambda}^k)].
\]
Thus, together with $y^{k+1} = \hat{y}^k$, we have the following useful relationship
\[
\begin{pmatrix} y^{k+1} \\ \lambda^{k+1} \end{pmatrix} = \begin{pmatrix} y^k \\ \lambda^k \end{pmatrix} - \begin{pmatrix} I & 0 \\ -s\beta B & (r + s)I_m \end{pmatrix} \begin{pmatrix} y^k - \hat{y}^k \\ \lambda^k - \tilde{\lambda}^k \end{pmatrix}.
\]
The proof is complete. \qed

Therefore, based on the previous two lemmas, the scheme (1.8) can be interpreted as a prediction-correction procedure which consists of the prediction step (3.2) and the correction step (3.6). We thus also frequently call $\tilde{w}^k$ and $w^{k+1}$ the predictor and corrector, respectively, in our proof.

4 Preparation for convergence proof

As mentioned, our main purpose is proving the convergence for the symmetric ADMM (1.8) with the parameters $r$ and $s$ restricted into the domain $\mathcal{D}$ defined in (1.9). Since the proof is not trivial, in this section we prove some theorems first so as to prepare for the convergence proof for (1.8).

First, we notice that for the matrices $Q$ defined in (3.2b) and $M$ defined in (3.6b), if there is a positive definite matrix $H$ such that $Q = HM$, then using (3.6a), we can rewrite the right-hand side of (3.2a) as
\[ (v - \tilde{v}^k)^T Q (v^k - \tilde{v}^k) = (v - \tilde{v}^k)^T H (v^k - v^{k+1}). \] (4.1)
For this purpose, we define
\[ H = QM^{-1} \] (4.2)
and prove a simple fact for the matrix $H$.

Lemma 4.1. The matrix $H$ defined in (4.2) is positive definite for any $(s, r) \in \mathcal{D}$ when the matrix $B$ in (1.1) is full column rank.

Proof. For the matrix $M$ given in (3.6b), we have
\[ M^{-1} = \begin{pmatrix} I & 0 \\ \frac{s}{r+s}\beta B & \frac{1}{r+s}I_m \end{pmatrix}. \]
Thus, it follows from (4.2) and (3.2b) that
\[
H = QM^{-1} = \begin{pmatrix}
\beta B^T B & -rB^T \\
-B & \frac{1}{\beta} I_m
\end{pmatrix}
\begin{pmatrix}
I & 0 \\
\frac{s}{r+s} \beta B & \frac{1}{r+s} I_m
\end{pmatrix}
\]
\[
= \begin{pmatrix}
(1 - \frac{rs}{r+s}) \beta B^T B & -\frac{r}{r+s} B^T \\
-\frac{r}{r+s} B & \frac{1}{(r+s) \beta} I_m
\end{pmatrix}.
\] (4.3)

For any \((s, r) \in D\), we have \(r + s > 0\). From (4.3), we know that
\[
H = \begin{pmatrix}
(1 - rs) \beta B^T B & -rB^T \\
-rB & \frac{1}{(r+s) \beta} I_m
\end{pmatrix}
\begin{pmatrix}
0 & I \\
\beta(r + s - rs) I & \frac{1}{\beta} I
\end{pmatrix}
\begin{pmatrix}
0 & 0 \\
B & I
\end{pmatrix}.
\] (4.4)

Because the matrix \(B\) in (1.1) is assumed to be full column rank, to check the positive definiteness of \(H\), we need only to show that the matrix
\[
\begin{pmatrix}
\beta(r + s - rs) & -r \\
-r & \frac{1}{\beta}
\end{pmatrix}
\]
is positive definite. Indeed, for any \(r \in (-1, 1), s > 0\) and \(s + r > 0\), we have
\[
(1 - rs)(r + s) > 0,
\]
and
\[
\det \begin{pmatrix}
\beta(r + s - rs) & -r \\
-r & \frac{1}{\beta}
\end{pmatrix} = (1 - r)(r + s) > 0.
\]
The positive definiteness of \(H\) follows immediately. \(\square\)

For the case where \(H\) is positive definite, we have \(HM = Q\). Thus, substituting (4.1) into (3.2a), we obtain
\[
\tilde{w}^k \in \Omega, \quad \theta(w) - \theta(\tilde{w}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq (v - \tilde{v}^k)^T H(v^k - v^{k+1}), \quad \forall w \in \Omega.
\] (4.5)

Applying the identity
\[
(a - b)^T H(c - d) = \frac{1}{2} \{ \|a - d\|_H^2 - \|a - c\|_H^2 \} + \frac{1}{2} \{ \|c - b\|_H^2 - \|d - b\|_H^2 \}
\]
to the right-hand side in (4.5) with
\[
a = v, \quad b = \tilde{v}^k, \quad c = v^k, \quad and \quad d = v^{k+1},
\]
we obtain
\[
(v - \tilde{v}^k)^T H(v^k - v^{k+1}) = \frac{1}{2} (\|v - v^{k+1}\|_H^2 - \|v - v^k\|_H^2) + \frac{1}{2} (\|v^k - \tilde{v}^k\|_H^2 - \|v^{k+1} - \tilde{v}^k\|_H^2).
\] (4.6)
The following theorem is the basis for proving the strict contraction property for the sequence generated by the scheme (1.8). It is also useful for estimating the convergence rate for the sequence generated by (1.8).

**Theorem 4.2.** For the sequence \{\(w^k\)\} generated by the symmetric ADMM (1.8), we have

\[
\theta(u) - \theta(\tilde{u}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq \frac{1}{2} \|v - v^{k+1}\|^2_H - \|v - v^k\|^2_H + \frac{1}{2} \|v^k - \tilde{v}^k\|^2_G, \quad \forall w \in \Omega,
\]

where \(H\) is defined in (4.2) and

\[G = Q^T + Q - M^T HM.\]  

**Proof.** Substituting (4.6) into the right-hand side of (4.5), we obtain

\[
\theta(u) - \theta(\tilde{u}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq \frac{1}{2} \|v - v^{k+1}\|^2_H - \|v - v^k\|^2_H + \frac{1}{2} \|v^k - \tilde{v}^k\|^2_H - \|v^{k+1} - \tilde{v}^k\|^2_H, \quad \forall w \in \Omega,
\]

For the last term of the right-hand side of (4.9), we have

\[
\|v^k - \tilde{v}^k\|^2_H - \|v^{k+1} - \tilde{v}^k\|^2_H
= \left\|v^k - \tilde{v}^k\right\|^2_H - \left\|(v^k - \tilde{v}^k) - (v^k - v^{k+1})\right\|^2_H \tag{3.6a}
= \left\|v^k - \tilde{v}^k\right\|^2_H - \left\|(v^k - \tilde{v}^k) - M(v^k - \tilde{v}^k)\right\|^2_H
= 2(v^k - \tilde{v}^k)^T HM(v^k - \tilde{v}^k) - (v^k - \tilde{v}^k)^T M^T HM(v^k - \tilde{v}^k) \tag{4.2}
= (v^k - \tilde{v}^k)^T (Q^T + Q - M^T HM)(v^k - \tilde{v}^k). \tag{4.10}
\]

Substituting this equation into (4.9) and using the definition of the matrix \(G\) in (4.8), the assertion of this theorem is proved. \(\square\)

The next theorem clearly shows the difficulty of proving the convergence for (1.8). The significant difference in convergence proof between the general symmetric ADMM scheme (1.8) and the special symmetric ADMM scheme (1.7) with shrank step sizes is also reflected in this theorem.

**Theorem 4.3.** For the sequence \{\(w^k\)\} generated by the symmetric ADMM (1.8), we have

\[
\|v^{k+1} - v^*\|^2_H \leq \|v^k - v^*\|^2_H - \|v^k - \tilde{v}^k\|^2_G, \quad \forall v^* \in V^*.
\]

**Proof.** Setting \(w = v^*\) in (4.7), we get

\[
\|v^k - v^*\|^2_H - \|v^{k+1} - v^*\|^2_H \geq \|v^k - \tilde{v}^k\|^2_G + 2\left\{\theta(\tilde{u}^k) - \theta(u^*) + (\tilde{w}^k - w^*)^T F(\tilde{w}^k)\right\}. \tag{4.12}
\]

Then, using the optimality of \(w^*\) and the monotonicity of \(F(w)\), we have

\[
\theta(\tilde{u}^k) - \theta(u^*) + (\tilde{w}^k - w^*)^T F(\tilde{w}^k) \geq \theta(\tilde{u}^k) - \theta(u^*) + (\tilde{w}^k - w^*)^T F(w^*) \geq 0
\]

and thus

\[
\|v^k - v^*\|^2_H - \|v^{k+1} - v^*\|^2_H \geq \|v^k - \tilde{v}^k\|^2_G.
\]
The assertion (4.11) follows directly. □

Obviously, if the matrix $G$ defined in (4.8) is guaranteed to be positive definite, then the inequality (4.11) indicates that the sequence \( \{\nu^k\} \) is strictly contractive with respect to the solution set \( V^* \) and the convergence of the sequence generated by (1.8) can be easily established. Now, let us investigate the positive definiteness for the matrix $G$. Since $HM = Q$ (see (4.2)), we have $M^THM = M^TQ$. Note that

$$M^THM = \begin{pmatrix} I & -s\beta B^T \\ 0 & (r + s)I_m \end{pmatrix} \begin{pmatrix} \beta B^T B & -rB^T \\ -B & \frac{1}{\beta} I_m \end{pmatrix} = \begin{pmatrix} (1 + s)\beta B^T B & -(r + s)B^T \\ -(r + s)B & \frac{1}{\beta}(r + s)I_m \end{pmatrix}.$$  

Using (3.2b) and the above equation, we have

$$G = (Q^T + Q) - M^THM = \begin{pmatrix} 2\beta B^T B & -(1 + r)B^T \\ -(1 + r)B & \frac{2}{\beta} I_m \end{pmatrix} - \begin{pmatrix} (1 + s)\beta B^T B & -(r + s)B^T \\ -(r + s)B & \frac{1}{\beta}(r + s)I_m \end{pmatrix} = \begin{pmatrix} (1 - s)\beta B^T B & -(1 - s)B^T \\ -(1 - s)B & \frac{1}{\beta}(2 - (r + s))I_m \end{pmatrix}. \quad (4.13)$$

Note that

$$G = \begin{pmatrix} B^T & 0 \\ 0 & I \end{pmatrix} \begin{pmatrix} \beta(1-s)I & -(1-s)I \\ -(1-s)I & \frac{1}{\beta}(2 - (r + s))I \end{pmatrix} \begin{pmatrix} B & 0 \\ 0 & I \end{pmatrix}. \quad (4.14)$$

Thus, when the matrix $B$ in (1.1) is assumed to be full column rank, the matrix $G$ is positive definite if and only if

$$G_0 = \begin{pmatrix} \beta(1-s)I & -(1-s)I \\ -(1-s)I & \frac{1}{\beta}(2 - (r + s))I \end{pmatrix}$$

is positive definite. Indeed, under the assumption $r \in [0, 1)$, to ensure

$$\beta(1 - s) > 0 \quad \text{and} \quad \det \begin{pmatrix} \beta(1-s) & -(1-s) \\ -(1-s) & \frac{1}{\beta}(2-r-s) \end{pmatrix} = (1-s)(1-r) > 0,$$

the parameter $s$ must be in $(0, 1)$. Obviously, when $r = s \in (0, 1)$, the positive definiteness of $G$ is guaranteed; thus the symmetric ADMM (1.7) with shrink step sizes is convergent, as proved in [18]. However, for $(s, r) \in D$ defined in (1.9) where $s$ may be greater than $1$, $G$ may not be positive definite. This is the main difficulty of proving the convergence for the symmetric ADMM (1.8). In the following, we split the discussion for the convergence of (1.8) into five scenarios:

$$\begin{cases} 
D_1 &= \{(s, r) \mid s \in (0, 1), \ r \in (-1, 1), \ r + s > 0\}, \\
D_2 &= \{(s, r) \mid s = 1, \ r \in (-1, 1)\}, \\
D_3 &= \{(s, r) \mid s \in (1, \frac{1 + \sqrt{5}}{2}), \ r = 0\}, \\
D_4 &= \{(s, r) \mid s \in (1, \frac{1 + \sqrt{5}}{2}), \ r \in (0, 1) \land r < 1 + s - s^2\}, \\
D_5 &= \{(s, r) \mid s \in (1, \frac{1 + \sqrt{5}}{2}), \ r \in (-1, 0) \land -r < 1 + s - s^2\}. 
\end{cases} \quad (4.15)$$
These five sub-domains are displayed separately in Figure 2. Figure 1 is re-displayed in Figure 3, in which the composition of these sub-domains defined in (4.15) is clearly shown. It is clear (see Figure 1) that

\[ \mathcal{D}_1 \cup \mathcal{D}_2 \cup \mathcal{D}_3 \cup \mathcal{D}_4 \cup \mathcal{D}_5 = \mathcal{D} \]

and

\[ \mathcal{D}_i \cap \mathcal{D}_j = \emptyset, \; \forall i, j \in \{1, 2, 3, 4, 5\}, \; i \neq j. \]

Figure 2. Sub-domains \( \mathcal{D}_1, \mathcal{D}_2, \mathcal{D}_3, \mathcal{D}_4 \) and \( \mathcal{D}_5 \)
For showing the main theorem in the next section, we need to deal with the term $\|v^k - \tilde{v}^k\|_G^2$ beforehand.

**Lemma 4.4.** Let the sequence $\{w^k\}$ be generated by the symmetric ADMM (1.8) and $\tilde{w}^k$ be defined by (3.1). Then we have

$$\|v^k - \tilde{v}^k\|_G^2 = (1 - r)\beta \|B(y^k - y^{k+1})\|^2 + (2 - r - s)\beta \|Ax^{k+1} + By^{k+1} - b\|^2$$

$$+ 2(1 - r)\beta (Ax^{k+1} + By^{k+1} - b)^T B(y^k - y^{k+1}).$$

(4.16)

**Proof.** Because $G = \begin{pmatrix} (1 - s)\beta B^T B & -(1 - s)B^T \\ -(1 - s)B & \frac{2 - (r + s)}{\beta} I \end{pmatrix}$ (see (4.13)), $v = \begin{pmatrix} y \\ \lambda \end{pmatrix}$ and $\tilde{v}^k = y^{k+1}$, we have

$$\|v^k - \tilde{v}^k\|_G^2 = (1 - s)\beta \|B(y^k - y^{k+1})\|^2 - 2(1 - s)(\lambda^k - \tilde{\lambda}^k)^T B(y^k - y^{k+1})$$

$$+ \frac{2 - (r + s)}{\beta} \|\lambda^k - \tilde{\lambda}^k\|^2.$$  

(4.17)

Notice that (see (3.1))

$$\lambda^k - \tilde{\lambda}^k = \beta (Ax^{k+1} + By^k - b) = \beta \{ (Ax^{k+1} + By^{k+1} - b) + B(y^k - y^{k+1}) \}.$$
Thus, we have
\[
(\lambda^k - \tilde{\lambda}^k)^T B (y^k - y^{k+1}) = \beta ((Ax^{k+1} + By^{k+1} - b) + B(y^k - y^{k+1}))^T B (y^k - y^{k+1})
\]
\[
= \beta (Ax^{k+1} + By^{k+1} - b)^T B (y^k - y^{k+1}) + \beta \| B(y^k - y^{k+1}) \|^2 ,
\]
and
\[
\| \lambda^k - \tilde{\lambda}^k \|^2 = \beta^2 ((Ax^{k+1} + By^{k+1} - b) + B(y^k - y^{k+1}))^2
\]
\[
= \beta^2 \| Ax^{k+1} + By^{k+1} - b \|^2 + 2 \beta^2 (Ax^{k+1} + By^{k+1} - b)^T B (y^k - y^{k+1})
\]
\[
+ \beta^2 \| B(y^k - y^{k+1}) \|^2 .
\]
Substituting (4.18) and (4.19) into the right-hand side of (4.17), we obtain (4.16) immediately. \( \square \)

In the following, we treat the crossing term in the right-hand side of (4.16), namely,
\[
(Ax^{k+1} + By^{k+1} - b)^T B (y^k - y^{k+1}),
\]
and find a lower bound for it.

**Lemma 4.5.** Let the sequence \( \{w^k\} \) be generated by the symmetric ADMM (1.8). Then we have
\[
(Ax^{k+1} + By^{k+1} - b)^T B (y^k - y^{k+1}) \geq \frac{1 - s}{1 + r} (Ax^k + By^k - b)^T B (y^k - y^{k+1}) - \frac{r}{1 + r} \| B(y^k - y^{k+1}) \|^2 .
\]

**Proof.** By ignoring the constant terms, the \( y \)-subproblem in (1.8) can be written as
\[
y^{k+1} = \arg \min \left\{ L_\beta(x^{k+1}, y, \lambda^{k+\frac{1}{2}}) \mid y \in \mathcal{Y} \right\}
\]
\[
= \arg \min \left\{ \theta_1(x^{k+1}) + \theta_2(y) - (\lambda^{k+\frac{1}{2}})^T (Ax^{k+1} + By - b) + \frac{\beta}{2} \| Ax^{k+1} + By - b \|^2 \mid y \in \mathcal{Y} \right\}
\]
\[
= \arg \min \left\{ \theta_2(y) - (\lambda^{k+\frac{1}{2}})^T By + \frac{\beta}{2} \| Ax^{k+1} + By - b \|^2 \mid y \in \mathcal{Y} \right\}
\]
Thus, according to (3.4b), the optimality condition of the \( y \)-subproblem (1.8c) is
\[
y^{k+1} \in \mathcal{Y}, \quad \theta_2(y) - \theta_2(y^{k+1}) + (y - y^{k+1})^T \{ -B^T \lambda^{k+\frac{1}{2}} + \beta B^T (Ax^{k+1} + By^{k+1} - b) \} \geq 0, \quad \forall y \in \mathcal{Y} .
\]

Analogously, for the previous iteration, we have
\[
y^k \in \mathcal{Y}, \quad \theta_2(y) - \theta_2(y^k) + (y - y^k)^T \{ -B^T \lambda^{k-\frac{1}{2}} + \beta B^T (Ax^k + By^k - b) \} \geq 0, \quad \forall y \in \mathcal{Y} .
\]

Setting \( y = y^k \) and \( y = y^{k+1} \) in (4.21) and (4.22), respectively, and then adding them, we get
\[
(y^k - y^{k+1})^T B \{ (\lambda^{k-\frac{1}{2}} - \lambda^{k+\frac{1}{2}}) - \beta (Ax^k + By^k - b) + \beta (Ax^{k+1} + By^{k+1} - b) \} \geq 0 .
\]

Note that in the \( k \)-th iteration (see (1.8b)), we have
\[
\lambda^{k+\frac{1}{2}} = \lambda^k - r \beta (Ax^{k+1} + By^k - b) ,
\]
(4.24)
and in the previous iteration (see (1.8d)),
\[ \lambda^k = \lambda^{k-\frac{1}{2}} - s\beta(Ax^k + By^k - b). \] (4.25)

It follows from (4.25) and (4.24) that
\[ \lambda^{k-\frac{1}{2}} - \lambda^{k+\frac{1}{2}} = r\beta(Ax^{k+1} + By^{k+1} - b) + s\beta(Ax^k + By^k - b) \]
\[ = r\beta(Ax^{k+1} + By^{k+1} - b) + r\beta B(y^k - y^{k+1}) + s\beta(Ax^k + By^k - b). \] (4.26)

Substituting (4.26) into (4.23) and with a simple manipulation, we have
\[ (y^k - y^{k+1})^T B^T \left\{ (1 + r)\beta(Ax^{k+1} + By^{k+1} - b) 
\right. 
- (1 - s)\beta(Ax^k + By^k - b) + r\beta B(y^k - y^{k+1}) \right\} \geq 0, \]
and obtain (4.20) directly from the last inequality. This lemma is proved. \(\Box\)

Consequently, we get the following theorem which is important for the proof of the main theorem in the next section.

**Theorem 4.6.** Let the sequence \(\{w^k\}\) be generated by the symmetric ADMM (1.8) and \(\tilde{w}^k\) be defined by (3.1). Then we have
\[ \|v^k - \tilde{v}^k\|^2_G \geq \frac{(1-r)^2}{1+r}\beta\|B(y^k - y^{k+1})\|^2 + (2-r-s)\beta\|Ax^{k+1} + By^{k+1} - b\|^2 \]
\[ + \frac{2(1-r)(1-s)}{1+r}\beta(Ax^k + By^k - b)^T B(y^k - y^{k+1}). \] (4.27)

**Proof.** Substituting (4.20) into (4.16), we obtain the assertion (4.27) immediately. \(\Box\)

5 Main Theorem

In this section, we prove the main theorem for proving the convergence and estimating the convergence rate for the symmetric ADMM (1.8).

**Theorem 5.1.** For the symmetric ADMM (1.8) with \((s, r) \in D\), we have

1. For arbitrarily fixed \((s, r) \in D_1 \cup D_2\), there exist constants \(C_1, C_2 > 0\), such that
\[ \|v^k - \tilde{v}^k\|^2_G \geq C_1\beta\|B(y^k - y^{k+1})\|^2 + C_2\beta\|Ax^{k+1} + By^{k+1} - b\|^2. \] (5.1a)

1. For arbitrarily fixed \((s, r) \in D_3 \cup D_4 \cup D_5\), there exist constants \(C_0, C_1, C_2 > 0\), such that
\[ \|v^k - \tilde{v}^k\|^2_G \geq C_0\beta(\|Ax^{k+1} + By^{k+1} - b\|^2 - \|Ax^k + By^k - b\|^2) \]
\[ + C_1\beta\|B(y^k - y^{k+1})\|^2 + C_2\beta\|Ax^{k+1} + By^{k+1} - b\|^2. \] (5.1b)

Below, we prove Theorem 5.1 for the sub-domains defined in (4.15) one by one.
5.1 \((s, r)\) in the sub-domain \(\mathcal{D}_1\)

**Lemma 5.2.** For arbitrarily fixed \((s, r) \in \mathcal{D}_1\), there are constants \(C_1, C_2 > 0\) such that the inequality (5.1a) holds and Theorem 5.1 is true for \((s, r) \in \mathcal{D}_1\).

**Proof.** Recall that \(\mathcal{D}_1 = \{(s, r) \mid s \in (0, 1), r \in (-1, 1), r + s > 0\}\) (see (4.15)). According to (4.14), we have

\[
\|v^k - \tilde{v}^k\|_G^2 = \left\| \frac{B(y^k - \tilde{y}^k)}{\lambda^k - \bar{\lambda}^k} \right\|_{G_0}^2,
\]

where

\[
G_0 = \begin{pmatrix}
\beta(1-s)I & -(1-s)I \\
-(1-s)I & \frac{1}{\beta}(2 - (r+s))I
\end{pmatrix} > 0, \quad \forall (s,r) \in \mathcal{D}_1.
\]

On the other hand, according to (3.1), we have

\[
\begin{pmatrix}
B(y^k - \tilde{y}^k) \\
\lambda^k - \bar{\lambda}^k
\end{pmatrix} = \begin{pmatrix}
B(y^k - y^{k+1}) \\
\beta(Ax^{k+1} + By^k - b)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
B(y^k - y^{k+1}) \\
\beta B(y^k - y^{k+1}) + \beta(Ax^{k+1} + By^{k+1} - b)
\end{pmatrix}
= \begin{pmatrix}
I & 0 \\
\beta I & \beta I
\end{pmatrix} \begin{pmatrix}
B(y^k - y^{k+1}) \\
Ax^{k+1} + By^{k+1} - b
\end{pmatrix}.
\]

Consequently, we obtain

\[
\|v^k - \tilde{v}^k\|_G^2 = \left\| \frac{B(y^k - \tilde{y}^k)}{\lambda^k - \bar{\lambda}^k} \right\|_{G_0}^2 = \left\| \frac{B(y^k - y^{k+1})}{Ax^{k+1} + By^{k+1} - b} \right\|_{\tilde{G}_0}^2,
\]

where

\[
\tilde{G}_0 = L^T G_0 L \quad \text{and} \quad L = \begin{pmatrix}
I & 0 \\
\beta I & \beta I
\end{pmatrix}.
\]

Due to the positive definiteness of \(G_0\) and non-singularity of \(L\), \(\tilde{G}_0\) is positive definite. Finally, the assertion follows from (5.2) and the positive definiteness of \(\tilde{G}_0\). \(\square\)

**Remark 5.3.** The symmetric ADMM (1.7) with shrank step sizes is a special case of (1.8) with \(r = s \in (0, 1)\). In this case (see (4.4)),

\[
H = \frac{1}{2r} \begin{pmatrix}
B^T & 0 \\
0 & I
\end{pmatrix} \begin{pmatrix}
r(2-r)\beta I & -r I \\
-r I & \frac{1}{\beta} I
\end{pmatrix} \begin{pmatrix}
B & 0 \\
0 & \frac{1}{\beta} I
\end{pmatrix},
\]

and (see (4.14))

\[
G = (1-r) \begin{pmatrix}
B^T & 0 \\
0 & I
\end{pmatrix} \begin{pmatrix}
\beta I & -I \\
-I & \frac{2}{\beta} I
\end{pmatrix} \begin{pmatrix}
B & 0 \\
0 & I
\end{pmatrix}.
\]
5.2 \((s, r)\) in the sub-domain \(D_2\)

Theorem 4.6 is crucial for proving the convergence of (1.8) with \(s \geq 1\). Now, we use it to show that Theorem 5.1 is true for \((s, r) \in D_2\).

**Lemma 5.4.** For any \((s, r) \in D_2\), the inequality (5.1a) holds with

\[
C_1 = \frac{(1-r)^2}{1+r} > 0 \quad \text{and} \quad C_2 = 1 - r > 0.
\]

**Proof.** Notice that \(D_2 = \{(s, r) | s = 1, r \in (-1, 1)\}\) (see (4.15)). Setting \(s = 1\) in (4.27), we obtain

\[
\|v^k - \tilde{v}^k\|^2_G \geq \frac{(1-r)^2}{1+r} \beta \|B(y^k - y^{k+1})\|^2 + (1-r)\beta \|Ax^{k+1} + By^{k+1} - b\|^2.
\]

The lemma is proved. \(\square\)

**Remark 5.5.** Recall that the original ADMM (1.4) is a special case of (1.8) with \(r = 0\) and \(s = 1\). In this special case, the matrix \(H\) has the form (see (4.3))

\[
H = \begin{pmatrix}
\beta B^T B & 0 \\
0 & \frac{1}{\beta} I
\end{pmatrix}.
\]

Notice that in this special case, we have

\[
\lambda^{k+1} = \lambda^k - \beta (Ax^{k+1} + By^{k+1} - b).
\]

Thus, setting \(r = 0\) in (5.3), we get

\[
\|v^k - \tilde{v}^k\|^2_G \geq \beta \|B(y^k - y^{k+1})\|^2 + \frac{1}{\beta} \|\lambda^k - \lambda^{k+1}\|^2.
\]

Using the special matrix \(H\) in (5.4), we get

\[
\|v^k - \tilde{v}^k\|^2_G \geq \|v^k - v^{k+1}\|^2_H.
\]

**Remark 5.6.** Indeed, the generalized ADMM in [8] is a special case of (1.8) with \((s, r) \in D_2\). Let us elaborate on the detail, which is not straightforward. In [8], only the special case of (1.1) with \(B = -I\) and \(b = 0\) was discussed. But it is trivial (see, e.g., [9, 10, 11]) to extend the generalized ADMM in [8] to the model (1.1). The resulting iterative scheme can be written as

\[
\begin{align*}
x^{k+1} &= \arg \min \{\theta_1(x) - x^TA^T\lambda^k + \frac{\beta}{2} \|Ax + By^k - b\|^2 \mid x \in X\}, \\
y^{k+1} &= \arg \min \{\theta_2(y) - y^TB^T\lambda^k + \frac{\beta}{2} \|[\alpha Ax^{k+1} + (1-\alpha)(By^k - b)] + By - b\|^2 \mid y \in Y\}, \\
\lambda^{k+1} &= \lambda^k - \beta \{[\alpha Ax^{k+1} + (1-\alpha)(By^k - b)] + By^{k+1} - b\},
\end{align*}
\]

where the parameter \(\alpha \in (0, 2)\) is a relaxation factor. To see why (5.6) is a special case of (1.8), let us choose \(r = \alpha - 1\). Then, the \(y\)-subproblem in (5.6b) can be written as

\[
y^{k+1} = \arg \min \{\theta_2(y) - y^TB^T\lambda^k + \frac{\beta}{2} \|(Ax^{k+1} + By - b) + r(Ax^{k+1} + By - b)\|^2 \mid y \in Y\}.
\]
Ignoring some constant terms in the objective function, we further rewrite it as

\[ y^{k+1} = \arg\min\{\theta_2(y) - y^T B^T \lambda^k - r \beta(Ax^{k+1} + By^k - b)\} + \frac{\beta}{2} \|Ax^{k+1} + By - b\|^2 | y \in \mathcal{Y}\}. \]

Recall (1.8b). We have

\[ \lambda^{k+\frac{1}{2}} = \lambda^k - r \beta(Ax^{k+1} + By^k - b), \]

which enables us to rewrite the \(y\)-subproblem as

\[ y^{k+1} = \arg\min\{\theta_2(y) - y^T B^T \lambda^{k+\frac{1}{2}} + \frac{\beta}{2} \|Ax^{k+1} + By - b\|^2 | y \in \mathcal{Y}\}. \]

Analogously, since \(\alpha = 1 + r\), the step (5.6c) can be rewritten as

\[ \lambda^{k+1} = \lambda^k - r \beta(Ax^{k+1} + By^k - b) - \beta(Ax^{k+1} + By^{k+1} - b), \]

which, together with (5.7), yields

\[ \lambda^{k+1} = \lambda^{k+\frac{1}{2}} - \beta(Ax^{k+1} + By^{k+1} - b). \]

Combining (5.6a), (5.7), (5.8) and (5.9), we now can rewrite the generalized ADMM (5.6) as

\[
\begin{align*}
x^{k+1} &= \arg\min\{\theta_1(x) - x^T A^T \lambda^k + \frac{\beta}{2} \|Ax + By^k - b\|^2 | x \in \mathcal{X}\}, \\
\lambda^{k+\frac{1}{2}} &= \lambda^k - r \beta(Ax^{k+1} + By^k - b), \\
y^{k+1} &= \arg\min\{\theta_2(y) - y^T B^T \lambda^{k+\frac{1}{2}} + \frac{\beta}{2} \|Ax^{k+1} + By - b\|^2 | y \in \mathcal{Y}\}, \\
\lambda^{k+1} &= \lambda^{k+\frac{1}{2}} - \beta(Ax^{k+1} + By^{k+1} - b),
\end{align*}
\]

where \(r \in (-1, 1)\). Thus, the generalized ADMM (5.6) is a special case of the symmetric ADMM scheme (1.8) with the restriction \((s, r) \in \mathcal{D}_2\).

### 5.3 \((s, r)\) in the sub-domain \(\mathcal{D}_3\)

Now, we turn to verify Theorem 5.1 for the sub-domain \(\mathcal{D}_3\). First, let us define

\[ S = 1 + s - s^2. \]

Because

\[ 1 + s - s^2 = -\left(s - \frac{1 - \sqrt{5}}{2}\right)\left(s - \frac{1 + \sqrt{5}}{2}\right), \]

we have

\[ S > 0, \quad \forall s \in (1, \frac{1 + \sqrt{5}}{2}). \]

The result in Theorem 4.6 is the basis for the proof in this section.

Recall that \(\mathcal{D}_3 = \{(s, r) | s \in (1, \frac{1 + \sqrt{5}}{2}), r = 0\}\) (see (4.15)). Since \(r = 0\), it follows from Theorem 4.6 that

\[ \|v^k - \tilde{v}^k\|^2_G \geq \beta \|B(y^k - y^{k+1})\|^2 + (2 - s)\beta \|Ax^{k+1} + By^{k+1} - b\|^2 \\
+ 2(1 - s)\beta(Ax^k + By^k - b)^T B(y^k - y^{k+1}). \]
Now, we define a constant $T_1$ as
\[ T_1 := \frac{1}{3}(s^2 - s + 5), \quad (5.13) \]
and thus we have
\[ T_1 - s = \frac{1}{3}(s^2 - 4s + 5) = \frac{1}{3}[(s - 2)^2 + 1] > \frac{1}{3}. \quad (5.14) \]

Using the Cauchy-Schwarz inequality to the crossing term in the right-hand side of (5.12) and because of $T_1 - s > 0$, we have
\[
2(1 - s)\beta(Ax^k + By^k - b)^T B(y^k - y^{k+1}) \\
\geq -(T_1 - s)\beta\|Ax^k + By^k - b\|^2 - \frac{(1 - s)^2}{T_1 - s}\beta\|B(y^k - y^{k+1})\|^2. \quad (5.15)
\]

Lemma 5.7. For any $(s, r) \in D_3$, the inequality (5.1b) holds with
\[ C_0 = T_1 - s > \frac{1}{3}, \quad C_1 \geq S > 0 \quad \text{and} \quad C_2 = \frac{1}{3}S > 0. \]

Proof. Substituting (5.15) into (5.12), we obtain
\[
\|v^k - \tilde{v}^k\|^2_G \geq (T_1 - s)\beta(\|Ax^{k+1} + By^{k+1} - b\|^2 - \|Ax^k + By^k - b\|^2) \\
\geq \left(1 - \frac{(1 - s)^2}{T_1 - s}\right)\beta\|B(y^k - y^{k+1})\|^2 + (2 - T_1)\beta\|Ax^{k+1} + By^{k+1} - b\|^2. \quad (5.16)
\]
According to (5.1b), we set
\[ C_0 = T_1 - s, \quad C_1 = 1 - \frac{(1 - s)^2}{T_1 - s} \quad \text{and} \quad C_2 = 2 - T_1. \]

It follows from (5.14) that $C_0 \geq \frac{1}{3}$. Then, using (5.13), we obtain
\[
C_1 = 1 - \frac{(1 - s)^2}{T_1 - s} = \frac{(s^2 - 4s + 5) - 3(1 - s)^2}{s^2 - 4s + 5} = \frac{2(1 + s - s^2)}{1 + (s - 2)^2}.
\]
Because $1 + (s - 2)^2 < 2$ for all $s \in (1, \frac{1 + \sqrt{5}}{2})$, it follows that
\[ C_1 = \frac{2(1 + s - s^2)}{1 + (s - 2)^2} \geq 1 + s - s^2 = S. \quad (5.17) \]
Finally,
\[ C_2 = 2 - T_1 = 2 - \frac{1}{3}(s^2 - s + 5) = \frac{1}{3}(1 + s - s^2) = \frac{1}{3}S. \quad (5.18) \]
The assertion of this lemma is proved \hfill \Box

5.4 \textbf{(s, r) in the sub-domain $D_4$}

Recall that $D_4 = \{(s, r) \mid s \in (1, \frac{1 + \sqrt{5}}{2}), \ r \in (0, 1) \& r < 1 + s - s^2\}$ (see (4.15)). We say $r < 1 + s - s^2$ is an additional restriction in $D_4$ and define
\[ T_2 = r + s + (1 - s)^2. \quad (5.19) \]
Notice that $T_2 - (r+s) = (1-s)^2 > 0$ for all $s \in (1, \frac{1+\sqrt{5}}{2})$. For the crossing term in the right-hand side of (4.27), using the Cauchy-Schwarz inequality, we obtain

$$2(1-r)(1-s)\frac{\beta(Ax^k + By^k - b)^TB(y^k - y^{k+1})}{1+r} \geq -[T_2 - (r+s)]\beta\|Ax^k + By^k - b\|^2 - \frac{(1-r)^2(1-s)^2}{(1+r)^2[T_2 - (r+s)]}\beta\|B(y^k - y^{k+1})\|^2. \tag{5.20}$$

**Lemma 5.8.** For any $(s, r) \in D_4$, the inequality (5.1b) holds with

$$C_0 = (1-s)^2 > 0, \quad C_1 = r \frac{(1-r)^2}{(1+r)^2} > 0 \quad \text{and} \quad C_2 = 2 - T_2 > 0,$$

where $T_2$ is defined in (5.19).

**Proof.** Substituting (5.23) into (4.27) yields

$$\|v^k - \tilde{v}^k\|_{G^k}^2 \geq [T_2 - (r+s)]\beta(\|Ax^k+1 + By^{k+1} - b\|^2 - \|Ax^k + By^k - b\|^2)$$

$$+ \left(\frac{(1-r)^2}{1+r} - \frac{(1-r)^2(1-s)^2}{(1+r)^2[T_2 - (r+s)]}\right)\beta\|B(y^k - y^{k+1})\|^2$$

$$+ (2 - T_2)\beta\|Ax^k+1 + By^{k+1} - b\|^2. \tag{5.21}$$

According to (5.1b), we set

$$C_0 = T_2 - (r+s), \quad C_1 = \frac{(1-r)^2}{1+r} - \frac{(1-r)^2(1-s)^2}{(1+r)^2[T_2 - (r+s)]} \quad \text{and} \quad C_2 = 2 - T_2.$$

In the following, we show that $C_0, C_1, C_2 > 0$. First, it follows from (5.19) that $C_0 = (1-s)^2 > 0$ for all $s \in (1, \frac{1+\sqrt{5}}{2})$. Indeed, using (5.19), we have

$$C_1 = \frac{(1-r)^2}{1+r} - \frac{(1-r)^2(1-s)^2}{(1+r)^2[T_2 - (r+s)]} = \frac{(1-r)^2}{1+r} - \frac{(1-r)^2}{(1+r)^2} = r \frac{(1-r)^2}{(1+r)^2}.$$

Since $r \in (0, 1)$ in $D_4$, we have $C_1 > 0$. Adding the term $1 - s + s^2$ to both sides of the additional restriction

$$r < 1 + s - s^2,$$

we obtain

$$r + s + (1-s)^2 < 2.$$

According to the definition (5.19), the left-hand side of the last inequality is $T_2$ and thus $C_2 = 2 - T_2 > 0$. The lemma is proved. \hfill \square

### 5.5 $(s, r)$ in the sub-domain $D_5$

Recall that $D_5 = \{(s, r) | s \in (1, \frac{1+\sqrt{5}}{2}), r \in (-1, 0) \& -r < 1 + s - s^2\}$ (see (4.15)). We say $s^2 - s - 1 < r$ is an additional restriction in $D_5$ and define

$$T_3 = r + s + \frac{(s^2 - s)(2-s)}{1+r}. \tag{5.22}$$
Notice that \( T_3 - (r + s) = \frac{(s^2 - s)(2 - s)}{1 + r} > 0 \) for all \( s \in (1, \frac{1 + \sqrt{5}}{2}) \) and \( r \in (-1, 0) \). For the crossing term in the right-hand side of (4.27), using the Cauchy-Schwarz inequality, we obtain

\[
\frac{2(1-r)(1-s)}{1 + r} \beta (Ax^k + By^k - b)^T B (y^k - y^{k+1}) \\
\geq -[T_3 - (r + s)] \beta \|Ax^k + By^k - b\|^2 - \frac{(1-r)^2(1-s)^2}{(1 + r)^2[T_3 - (r + s)]} \beta \|B(y^k - y^{k+1})\|^2. \tag{5.23}
\]

**Lemma 5.9.** For any \((s, r) \in D_5\), the inequality (5.1b) holds with

\[
C_0 = \frac{(s^2 - s)(2 - s)}{1 + r} > 0, \quad C_1 = \frac{(1-r)^2(1+s-s^2)}{s(1+r)(2-s)} > 0 \quad \text{and} \quad C_2 = 2 - T_3 > 0,
\]

where \( T_3 \) is defined in (5.22).

**Proof.** Substituting (5.23) into (4.27) yields

\[
\|v^k - \hat{v}^k\|^2_G \geq [T_3 - (r + s)] \beta (Ax^{k+1} + By^{k+1} - b)^2 - \|Ax^k + By^k - b\|^2 \\
+ \left( \frac{(1-r)^2}{1 + r} - \frac{(1-r)^2(1-s)^2}{(1 + r)^2[T_3 - (r + s)]} \right) \beta \|B(y^k - y^{k+1})\|^2 \\
+ (2 - T_3) \beta \|Ax^{k+1} + By^{k+1} - b\|^2. \tag{5.24}
\]

According to (5.1b), we set

\[
C_0 = T_3 - (r + s), \quad C_1 = \frac{(1-r)^2}{1 + r} - \frac{(1-r)^2(1-s)^2}{(1 + r)^2[T_3 - (r + s)]} \quad \text{and} \quad C_2 = 2 - T_3.
\]

In the following, we show that \( C_0, C_1, C_2 > 0 \). First, it follows from (5.22) that \( C_0 = \frac{(s^2 - s)(2 - s)}{r + 1} > 0 \) for all \( s \in (1, \frac{1 + \sqrt{5}}{2}) \) and \( r \in (-1, 0) \). Indeed, using (5.22), we have

\[
C_1 = \frac{(1-r)^2}{1 + r} - \frac{(1-r)^2(1-s)^2}{(1 + r)^2[T_3 - (r + s)]} = \frac{(1-r)^2}{1 + r} - \frac{(1-r)^2(1-s)^2}{(1 + r)(s^2 - s)(2-s)} \\
= \frac{(1-r)^2}{1 + r} - \frac{(1-r)^2(1-s)}{s(1+r)(2-s)} = \frac{(1-r)^2(1+s-s^2)}{s(1+r)(2-s)}.
\]

Since \( r \in (-1, 0) \) and \( s \in (1, \frac{1 + \sqrt{5}}{2}) \) in \( D_5 \) and \( 1 + s - s^2 > 0 \) (see (5.11)), we have \( C_1 > 0 \). From the restriction in \( D_5 \), namely, \( s^2 - s - 1 < r \), we obtain

\[
s^2 - s < 1 + r.
\]

Notice that \( s \in (1, \frac{1 + \sqrt{5}}{2}) \), we also have \( s^2 - s > 0 \) and thus

\[
\frac{s^2 - s}{1 + r} < 1.
\]

Substituting the last inequality into (5.22), we get

\[
T_3 = r + s + \left( \frac{s^2 - s}{1 + r} \right)(2 - s) < r + s + (2 - s) = 2 + r, \tag{5.25}
\]

which, together with \( r < 0 \), implies \( C_2 = 2 - T_3 > 0 \). The lemma is proved. \( \square \)

Since we have proved Lemma 5.2, Lemma 5.4, Lemma 5.7, Lemma 5.8 and Lemma 5.9, the proof for Theorem 5.1 is complete. In the next section, we will use Theorem 4.2 and Theorem 5.1 to prove the convergence and convergence rate.
6 Convergence analysis

In this section, we show the global convergence and estimate the convergence rate in terms of the iteration complexity for the symmetric ADMM (1.8). Theorems 4.2 and 5.1 will be used.

6.1 Global convergence

We summarize the global convergence of (1.8) in the following theorem

**Theorem 6.1.** For the sequence \( \{w^k\} \) generated by the symmetric ADMM (1.8), we have

\[
\lim_{k \to \infty} \left( \|B(y^k - y^{k+1})\|^2 + \|Ax^{k+1} + By^{k+1} - b\|^2 \right) = 0. \tag{6.1}
\]

Moreover, if the matrix \( B \) is assumed to be full column rank, then the sequence \( \{v^k\} \) converges to a solution point \( v^\infty \in V^* \).

**Proof.** Let \((y^0, \lambda^0)\) be the initial iterate. First, for \((s, r) \in D_1 \cup D_2\), according to Theorems 4.3 and 5.1, there are constants \(C_1, C_2 > 0\), such that

\[
\|v^{k+1} - v^*\|_H^2 \leq \|v^k - v^*\|_H^2 - (C_1\beta \|B(y^k - y^{k+1})\|^2 + C_2\beta \|Ax^{k+1} + By^{k+1} - b\|^2), \quad \forall v^* \in V^*. \tag{6.2}
\]

It follows from the above inequality that

\[
\sum_{k=0}^{\infty} (C_1\|B(y^k - y^{k+1})\|^2 + C_2\|Ax^{k+1} + By^{k+1} - b\|^2) \leq \|v^0 - v^*\|_H^2
\]

and thus we obtain the assertion (6.1). Analogously, for \((s, r) \in D_3 \cup D_4 \cup D_5\), it follows from Theorems 4.3 and 5.1 that

\[
\|v^{k+1} - v^*\|_H^2 + C_0\beta \|Ax^{k+1} + By^{k+1} - b\|^2 \\
\leq (\|v^k - v^*\|_H^2 + C_0\beta \|Ax^k + By^k - b\|^2) - (C_1\beta \|B(y^k - y^{k+1})\|^2 + C_2\beta \|Ax^{k+1} + By^{k+1} - b\|^2), \quad \forall v^* \in V^*. \tag{6.3}
\]

Consequently (note that \(x^1\) is the computational result of \((y^0, \lambda^0)\)), we have

\[
\sum_{k=1}^{\infty} (C_1\beta \|B(y^k - y^{k+1})\|^2 + C_2\beta \|Ax^{k+1} + By^{k+1} - b\|^2) \\
\leq (\|v^1 - v^*\|_H^2 + C_0\beta \|Ax^1 + By^1 - b\|^2),
\]

and the assertion (6.1) is true for \((s, r) \in D_3 \cup D_4 \cup D_5\). The convergence of (1.8) is thus proved in sense of (6.1).

Furthermore, from (6.2) and (6.3) we know that the sequence \( \{v^k\} \) is in a compact set and it has a subsequence \( \{v^{k_j}\} \) converging to a cluster point, say \( v^\infty \). Let \( \tilde{x}^\infty \) be induced by (1.8a) with given \((y^\infty, \lambda^\infty)\). Recall the matrix \( B \) is assumed to be full column rank. Due to (6.1), we have

\[
B(y^\infty - \tilde{y}^\infty) = 0 \quad \text{and} \quad \lambda^\infty - \tilde{\lambda}^\infty = 0.
\]
Then, it follows from (3.2a) that
\[ \tilde{w}^\infty \in \Omega, \quad \theta(u) - \theta(\tilde{u}) + (w - \tilde{w})^T F(\tilde{w}) \geq 0, \quad \forall w \in \Omega, \] (6.4)
and thus \( \tilde{w}^\infty = w^\infty \) is a solution point of (2.5). On the other hand, because (6.3) (Resp. (6.2)) is true for any solution point of (2.5) and \( w^\infty \in \Omega^* \), we have
\[ \|v^{k+1} - v^\infty\|_H^2 + C_0\beta \|Ax^{k+1} + By^{k+1} - b\|^2 \leq \|v^k - v^\infty\|_H^2 + C_0\beta \|Ax^k + By^k - b\|^2. \] (6.5)
Because \( \lim_{k \to \infty} \|Ax^k + By^k - b\|^2 = 0 \), the sequence \( \{v^k\} \) cannot have another cluster point and thus it converges to a solution point \( v^* = v^\infty \in \mathcal{V}^* \).

6.2 Convergence rate

To estimate the convergence rate in terms of the iteration complexity, we need a characterization of the solution set of VI (2.5), which is described in the following theorem. The proof can be found in [17] (Theorem 2.3.5) or [20] (Theorem 2.1).

**Theorem 6.2.** The solution set of VI(\( \Omega, F, \theta \)) is convex and it can be characterized as
\[ \Omega^* = \bigcap_{w \in \Omega} \{ \tilde{w} \in \Omega : (\theta(u) - \theta(\tilde{u})) + (w - \tilde{w})^T F(w) \geq 0 \}. \] (6.6)

Therefore, for a given accuracy \( \epsilon > 0 \), \( \tilde{w} \in \Omega \) is called an \( \epsilon \)-approximate solution point of VI(\( \Omega, F, \theta \)) if it satisfies
\[ \theta(u) - \theta(\tilde{u}) + (w - \tilde{w})^T F(w) \geq -\epsilon, \quad \forall w \in \mathcal{D}(\tilde{w}), \]
where
\[ \mathcal{D}(\tilde{w}) = \{ w \in \Omega | \|w - \tilde{w}\| \leq 1 \}. \]

To estimate the convergence rate in terms of the iteration complexity for a sequence \( \{w^k\} \), we need to show that for given \( \epsilon > 0 \), after \( t \) iterations, this sequence can offer a point \( \tilde{w} \in \Omega \) such that
\[ \tilde{w} \in \Omega \quad \text{and} \quad \sup_{w \in \mathcal{D}(\tilde{w})} \{ \theta(\tilde{u}) - \theta(u) + (\tilde{w} - w)^T F(w) \} \leq \epsilon. \] (6.7)

Before we present the analysis for estimating the convergence rate for (1.8), we notice that it follows from the monotonicity of \( F \) that
\[ (w - \tilde{w}^k)^T F(w) \geq (w - \tilde{w}^k)^T F(\tilde{w}^k). \]

Thus, substituting this inequality into (4.7), we obtain
\[ \theta(u) - \theta(\tilde{u}^k) + (w - \tilde{w}^k)^T F(w) \geq \frac{1}{2\|v - v^{k+1}\|_H^2 - \|v - v^k\|_H^2} + \frac{1}{2\|v^k - \tilde{v}^k\|_G^2}, \quad \forall w \in \Omega, \] (6.8)
which, together with (5.1), enables us to derive the assertions in the following lemma.
Lemma 6.3. Let the sequence \( \{w^k\} \) be generated by the symmetric ADMM (1.8) and \( \bar{w}^k \) be defined by (3.1). Then, we have the following assertions.

1. For \((s, r) \in \mathcal{D}_1 \cup \mathcal{D}_2\), it holds that

\[
\theta(u) - \theta(\bar{u}^k) + (w - \bar{w}^k)^T F(w) + \frac{1}{2} \|w - v^k\|^2_H \geq \frac{1}{2} \|v - v^{k+1}\|^2_H, \quad \forall w \in \Omega. \tag{6.9a}
\]

2. For \((s, r) \in \mathcal{D}_3 \cup \mathcal{D}_4 \cup \mathcal{D}_5\), we have

\[
\theta(u) - \theta(\bar{u}^k) + (w - \bar{w}^k)^T F(w) + \left(\frac{1}{2} \|v - v^k\|^2_H + C_0 \beta \|Ax^k + By^k - b\|^2\right) \\
\geq \left(\frac{1}{2} \|v - v^{k+1}\|^2_H + C_0 \beta \|Ax^{k+1} + By^{k+1} - b\|^2\right), \quad \forall w \in \Omega. \tag{6.9b}
\]

Theorem 6.4. Let the sequence \( \{w^k\} \) be generated by the symmetric ADMM (1.8) and \( \bar{w}^k \) be defined by (3.1). Then, for \((s, r) \in \mathcal{D}_1 \cup \mathcal{D}_2\) and any integer number \( t > 0 \), we have

\[
\theta(\bar{u}_t) - \theta(u) + (\bar{w}_t - w)^T F(w) \leq \frac{1}{2(t + 1)} \|v - v^0\|^2_H, \quad \forall w \in \Omega, \tag{6.10a}
\]

where

\[
\bar{w}_t = \frac{1}{t+1} \sum_{k=0}^{t} \bar{w}^k. \tag{6.10b}
\]

For \((s, r) \in \mathcal{D}_3 \cup \mathcal{D}_4 \cup \mathcal{D}_5\) and any integer number \( t > 0 \), we have

\[
\theta(\bar{u}_t) - \theta(u) + (\bar{w}_t - w)^T F(w) \leq \frac{1}{2t} \left(\|v - v^1\|^2_H + 2C_0 \|Ax^1 + By^1 - b\|^2\right), \quad \forall w \in \Omega, \tag{6.11a}
\]

where

\[
\bar{w}_t = \frac{1}{t} \sum_{k=1}^{t} \bar{w}^k. \tag{6.11b}
\]

Proof. First, summarizing the inequalities (6.9a) over \( k = 0, 1, \ldots, t \), we obtain

\[
(t + 1) \theta(u) - \sum_{k=0}^{t} \theta(\bar{u}^k) + \left((t + 1)w - \sum_{k=0}^{t} \bar{w}^k\right)^T F(w) + \frac{1}{2} \|v - v^0\|^2_H \geq 0, \quad \forall w \in \Omega.
\]

Then, using the notation of \( \bar{w}_t \) in (6.10b), the last inequality can be written as

\[
\frac{1}{t+1} \sum_{k=0}^{t} \theta(\bar{u}^k) - \theta(u) + (\bar{w}_t - w)^T F(w) \leq \frac{1}{2(t + 1)} \|v - v^0\|^2_H, \quad \forall w \in \Omega. \tag{6.12}
\]

It follows from the definition of \( \bar{w}_t \) in (6.10b) that

\[
\bar{u}_t = \frac{1}{t+1} \sum_{k=0}^{t} \bar{u}^k.
\]

Since \( \theta(u) \) is convex, it follows that

\[
\theta(\bar{u}_t) \leq \frac{1}{t+1} \sum_{k=0}^{t} \theta(\bar{u}^k).
\]
Substituting it into (6.12), the assertion (6.10) follows directly. The proof for the assertion (6.11) is similar and omitted. □

It follows from (6.7), (6.10) and (6.11) that the symmetric ADMM (1.8) is able to generate an approximate solution point (i.e., \( \tilde{w}_t \) defined in (6.10b) or (6.11b)) with an accuracy of \( O(1/t) \) after \( t \) iterations. That is, a worse-case \( O(1/t) \) convergence rate in the ergodic sense is established for the symmetric ADMM (1.8).

7 Conclusions

In this paper, we comprehensively investigate how to choose step sizes to update the Lagrange multiplier for the symmetric version of the alternating direction method of multipliers (ADMM) in the convex programming context, which can also be called the strictly contractive Peaceman-Rachford splitting method. Theoretically, smaller step sizes usually offer more analytical convenience such as the possibility of deriving convergence more easily; while numerically it is a common target to pursue larger step sizes even though they may cause more difficulties in theoretical analysis. Thus, it is interesting to find out if it is possible to use larger step sizes for the symmetric ADMM while simultaneously ensuring its convergence. We identify a step size domain that can theoretically ensure the convergence but allows to use Glowinski’s larger step size for one Lagrange-multiplier-updating step at each iteration. The step size domain includes some ADMM-like schemes in the literature as special cases; thus our discussion extends some known convergence results in the ADMM literature and provides a comprehensive framework to study the convergence of ADMM-like schemes.

Because of the equal role of the parameters \( r \) and \( s \) in the symmetric ADMM scheme (1.8), it is clear that the scheme (1.8) can be rewritten as

\[
\begin{align*}
    y^{k+1} &= \arg\min\{\mathcal{L}_\beta(x^k, y, \lambda^k) \mid y \in \mathcal{Y}\}, \\
    \lambda^{k+\frac{1}{2}} &= \lambda^k - s \beta (Ax^k + By^{k+1} - b), \\
    x^{k+1} &= \arg\min\{\mathcal{L}_\beta(x, y^{k+1}, \lambda^{k+\frac{1}{2}}) \mid x \in \mathcal{X}\}, \\
    \lambda^{k+1} &= \lambda^{k+\frac{1}{2}} - r \beta (Ax^{k+1} + By^{k+1} - b).
\end{align*}
\]

Thus, we can easily extend our previous discussion from the domain \( \mathcal{D} \) in Figure 1 to the larger and symmetric domain defined as

\[
\mathcal{D} = \{(s, r) \mid r + s > 0, \ |r| < 1 + s - s^2, \ |s| < 1 + r - r^2\},
\]

which is displayed in Figure 4. Essentially, discussing the convergence for the symmetric ADMM (1.8) over the domain \( \mathcal{D} \) defined in (1.9) is not easy; while its extension to the symmetric domain in Figure 4 is trivial. Thus, for succinctness, we omit the detail of this extension to the domain in Figure 4.
Figure 4. A symmetric step size domain with convergence for the symmetric ADMM (7.14)
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