Greville’s Method For Preconditioning Least Squares Problems
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In this talk, we present a preconditioner for least squares problems min ||b— A, ||, where
A can be matrices with any shape or rank. When A is rank deficient, our preconditioner
will be rank deficient too. The preconditioner itself is a sparse approximation to the
Moore-Penrose inverse of the coefficient matrix A.

Greville’s method [1] is an old method for computing the Moore-Penrose inverse of a
matrix A. We first write A in the following summation form,

n
_ T
A= E ae;
i=1

where a; is the ith column of A, e; is the 7th column of an identity matrix of order m.
Further define

i
_ T P
A = E ae;, 1=1,...,n,
k=1

and if we denote Ay = O,yxn, then A; = A, +ael, i = 1,...,n. Thus every A,

70
it = 1,...,n is a rank-one update of A; ;. Noticing that Ag = Opxm, We can use the
following formula to compute the Moore-Penrose inverse of A;, and in the end we obtain

Al which is AT.

At — Al + (e — Ala) (I — A AL Dan)t i g  R(Ainy)
' AZT—1 + g%(ei - Aj—lai)(_AzT_ﬂi)TAL if a; € R(Ai-1)

where 0; = 1+ ||Al a3, We can judge if a; € R(A;_1) or not by observing vector
w:= (I — A1 Al |)a;, since

a; Q R(Az_l) < U= (I — Ai_lALl)ai = O,
a; € R(Az_l) < U= (I — Ai_lAZT_l)ai =0.

This method was proposed by Greville in the 1960s][1].



From Greville’s method, a factorization for the Moore-Penrose inverse of A can be

obtained. If we define vectors k;, f; and v; as

ki = Azflaia
wi = a; — Apiky = (1 = A ALy,
i = 1+ [|kil[3,
o[z g RO
’ o if a; € R(A;i_1) '

Vs = U; lf a; ¢ R(Az_l)
T (AL R if g e R(AiLy)

we can express Al in a unified form for general matrices as Al = AT | + %(ei

hence
n

If we denote

K:[kl,...,kn], V:[vl,...,vn], F:Diag{fl,...,fn},

we obtain a matrix factorization of AT as follows.

%

Theorem 1 Let A € R™" and rank(A) < min{m,n}. Using the above notations, the

Moore-Penrose inverse of A has the following factorization

Al = (I - K)F'vT.

Here I 1is the identity matriz of order n, K is a strict upper triangular matriz, F' is a

diagonal matriz, whose diagonal elements are all positive.
If A is full column rank, then
V=A(-K)
Al =(I - K)F'(I - K)TAT.

We perform an incomplete version of Greville’s method, so that we can construct an
approximate Moore-Penrose inverse of A, maintaining the sparsity of the preconditioner

and saving computations.

Algorithm 1 Greville Preconditioning Algorithm

1. set K = 0,,4n,

2. fori=1:n

3. u=a; — Ai_1k;
4. if ||ul| is small
J. fi = llull3

6. v, = U

7. else



8. fi=kill3 +1

9. v = (M) Tk = 2,2 op(ep — k)T
10.  end if
11. forj=i+1,....n
12, kj=ky+ (e — k)

13. perform nurjillerical droppings on k;

14. end for

15. end for

16. K = [ky,...,k,), F = Diag{fi,...,fu}, V = [v1,...,v,] such that AT ~ (I —
K)F~VT.

Consider the least squares problem,
mi —A 1
min [|b — Az, (1)

where A € R™" b € R™. In [2], Hayami et al. proposed using use GMRES [3] to
solve least squares problems by using some preconditioners. Using our preconditioner
M € R™™ and we precondition (1) from the left, we can transform problem (1) to

min | Mb— M Azx||,.
TER™

On the other hand, we can also precondition problem (1) from the right and transform
the problem (1) to
min ||b — AMyl|».

yeR™
Numerical examples will be presented in the talk.
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