
Solution for HW3, MATH3805

1. Exercise 5.7

(a) (i) first-order;

(ii) third-order;

(iii) first-order;

(iv) second-order.

(b) (i) E(y) = β0 + β1x

(ii) E(y) = β0 + β1x+ β2x
2 + β3x

3

(iii) E(y) = β0 + β1x

(iv) E(y) = β0 + β1x+ β2x
2

(c) (i) β1 > 0

(ii) β3 > 0

(iii) β1 < 0

(iv) β2 < 0

2. Exercise 5.17

(a) E(y) = β0+β1x1+β2x2+β3x4+β4x1x2+β5x1x4+β6x2x4+β7x
2
1+β8x

2
2+β9x

2
4

(b) H0: β1 = β2 = . . . = β9 = 0 v.s. H1: at least one βi 6= 0

F-test statistic is 613.27(SAS). P-value < 0.0001 < α.

so reject H0. we have enough evidence to conclude that the overall model
is statistically useful for predicting y.

(c) compare a reduced model:

E(y) = β0 + β1x1 + β2x2 + β3x4 + β4x1x4 + β5x1x4 + β6x2x4

H0: β7 = β8 = β9 = 0 v.s. H1: at least one βi 6= 0, i = 7, 8, 9

F =
(SSEr−SSEc

g )
( SSEc
n−(k+1))

=
( 3314.94919−146.12634

3 )
( 146.12634

25−10 )
= 108.4275

so reject H0. we have enough evidence to conclude that the curvilinear
terms is statistically useful for predicting y.
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Figure 1: SAS output without intercept for Exercise 5.17
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Figure 2: SAS output without intercept for Exercise 5.17
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3. Exercise 5.20

(a) x̄ = 33, sx = 2.16025.

The coding system equation: u = (x− 33)/2.16025

(b) x = [30, 31, 32, 33, 34, 35, 36]

→ u = [−1.38873,−0.92582,−0.46291, 0, 0.46291, 0.92582, 1.38873]

(c) cor (x, x2) =
cov(x,x2)√
var(x) var(x2)

= 0.99966

(d) cor (u, u2) = 0

(e) E(y) = 37.57143− 0.46291u− 5.3333u2

Figure 3: SAS output without intercept for Exercise 5.20
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4. Exercise 5.24

(a) E(y) = β0 + β1x1 + β2x2

where x1 =

{
1, male ;
0, female.

and x2 =

{
1, expert testimont = yes
0, otherwise

Interpretation of model parameters:

β0 = u11 mean at gender = female and expert testimony = yes

β1 = u2j − u1j, for any level of expert testimony

β2 = ui2 − ui1, for any level of gender

(b) E(y) = β0 + β1x1 + β2x2 + β3x1x2

Interpretation of model parameters:

β0 = u11 mean at gender -female and expert testimony = yes

β1 = u2j − u1j, for any level of expert testimony

β2 = ui2 − ui1, for any level of gender

β3 = u22 − u12 − u21 + u11,

(c) Model in part (b).

when x1 = 0, x2 = 1, E(y) = β0 + β2

when x1 = 1, x2 = 1, E(y) = β0 + β1 + β2 + β3

when x1 = 0, x2 = 0, E(y) = β0

when x1 = 1, x2 = 0, E(y) = β0 + β1

and we assume that

u12 > u22 ⇒ β0 + β2 > β0 + β1 + β2 + β3

u21 > u21 ⇒ β0 < β0 + β1

Thus,

β1 > 0

β1 + β3 < 0

5. Exercise 5.34

(a)
E(y) =β0 + β1x1 + β2x2 + β3x3 + β4x4

+ β5x1x2 + β6x1x3 + β7x1x4 + β8x2x3 + β9x2x4

+ β10x
2
1 + β11x

2
2

where x1 is cycle speed, x2 is cycle pressure ratio, take traditional level as
base level.

x3 =

{
1, at advanced level;
0, not at advanced level.

and x4 =

{
1, at aeroderivative level;
0, not at aeroderivative level.

(b) for traditional level, x3 = x4 = 0, model is

E(y) = β0 + β1x1 + β2x2 + β5x1x2 + β10x
2
1 + β11x

2
2
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for advanced level, x3 = 1, x4 = 0, model is

E(y) =β0 + β1x1 + β2x2 + β3x3

+ β5x1x2 + β6x1x3 + β8x2x3

+ β10x
2
1 + β11x

2
2

for aeroderivative level, x3 = 0, x4 = 1, model is

E(y) =β0 + β1x1 + β2x2 + β4x4

+ β5x1x2 + β7x1x4 + β9x2x4

+ β10x
2
1 + β11x

2
2

(c)

E(y) =14485 + 0.11816x1 − 370.44605x2 − 2662.13217x3 − 1763.69024x4

+ 0.00054906x1x2 + 0.17531x1x3 + 0.03417x1x4

+ 96.17827x2x3 + 78.05405x2x4 − 2.05897E-7x21 + 4.68457x22

(d) H0: β1 = β2 = . . . = β11 v.s. H1: at least one is not. F-value is 44.22, and
p-value is less than 0.0001

we have enough evidence to conclude that the overall model is useful.

(e) H0:β3 = β4 = β6 = β7 = β8 = β9 = 0 v.s. H1: at least one is not.

F =
(SSEr−SSEc

g )
( SSEc
n−(k+1))

=
( 19370350−17056349

6 )
( 17056349

67−12 )
= 1.243623

we do not have enough evidence to conclude that the surfaces are not
identical.

Figure 4: SAS output for Exercise 5.34
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Figure 5: SAS output for Exercise 5.34
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6. Exercise 5.35

(a) E(y) = β0 + β1x1 + β2x2 + β3x1x2

(b) whenx2 = 0, E(y) = β0 + β1x1

when x2 = 1, E(y) = β0 + β2 + (β1 + β3)x1

(c) when x2 = 1, the change of y for every one foot increse in elevation for
moss specimens is β1 + β3.

(d) E(y) = 2.38487 + 0.00181x1 + 3.20146x2 − 0.00133x1x2

H0: β1 = β2 = β3 = 0 v.s. H1: at least one is not.

F-value is 0.26, and p-value is 0.8567 > 0.1

we do not have enough evidence to conclude that the model is useful.

(e) E(y) = β0 + β1x1 + β2x
2
1 + β3x2 + β4x1x2

Figure 6: SAS output for Exercise 5.35
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7. Exercise 5.37

(a) E(y) = β0 + +β1x1 + β2x2 + β3x3

(b) E(y) = β0 + β1x1 + β2x2 + β3x3 + β4x1x2 + β5x1x3

(c) For level AL, the slope of E(y) is β1
For level 3A, the slope of E(y) is β1 + β4
For level FE, the slope of E(y) is β1 + β5

(d) H0: β4 = β5 = 0 v.s. H1: at least one is not.

fit complete model and reduced model then use F test.

8. Exercise 5.45

(a) E(y) = β0 + β1x1 + β2x2 + β3x3

where x1 =

{
1, boy ;
0, girl.

, x2 =

{
1, youngest;
0, not.

, x3 =

{
1, middle
0, mnot.

(b) β0: mean at level: girl, oldest.

β1: mean difference between girl and boy.

β2: mean difference between youngest and oldest.

β3: mean difference between middle and oldest.

(c) E(y) = β0 + β1x1 + β2x2 + β3x3 + β4x1x2 + β5x1x3

(d) β0 = 0.21

β1 = 0.16− 0.21 = −0.05

β2 = 0.27− 0.21 = 0.06

β3 = 0.18− 0.21 = −0.03

β4 = 0.33− 0.27− 0.16 + 0.21 = 0.11

β5 = 0.33− 0.18− 0.16 + 0.21 = 0.20

(e) H0: β4 = β5 = 0 v.s. H1: at least one is not.

9. Exercise 5.46

(a) E(y) = β0 + β1x1 + β2x2

(b) β0 : mean at level: female, 1880.

β1 : the slope for winning time.

β2 : the mean difference of male and female.

(c) E(y) = β0 + β1x1 + β2x2 + β3x1x2
for male: E(y) = (β0 + β2) + (β1 + β3)x1
for female: E(y) = β0 + β1x1

(d) E(y) = β0 + β1x1 + β2x3 + β3x1x3 + β4x
2
1 + β5x

2
3

(e) E(y) = β0 + β1x1 + β2x3 + β3x1x3 + β4x
2
1 + β5x

2
3 + β6x2

(f)
E(y) =β0 + β1x1 + β2x3 + β3x1x3 + β4x

2
1 + β5x

2
3 + β6x2

+ β7x1x2 + β8x3x2 + β9x1x3x2 + β10x
2
1x2 + β11x

2
3x2
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(g)
E(y) =

(
β0 + β1x1 + β4x

2
1

)
+ (β2 + β3x1)x3 + β5x

2
3

+
(
β6 + β7x1 + β10x

2
1

)
x2 + (β8 + β9x1)x2x3 + β11x

2
3x2

The interaction of x2 and x3 should be deleted. So β8 + β9x1 = 0, β11 = 0
and β6 + β7x1 + β10x

2
1 6= 0

(h) β8 + β9x1 = 0, β11 = 0

(i) β8 + β9x1 = 0, β11 = 0 and β6 + β7x1 + β10x
2
1 = 0

10. Exercise 5.47

(a) E(y) = β0 + β1x1 + β2x2 + β3x3 + β4x4

where x1 =

{
1, Pl;
0, P2

, x2 =

{
1, L1;
0, not.

, x3 =

{
1, L2;
0, not.

, x4 =

{
1, L4
0, not.

(b) 8 parameters, E(y) = β0 + β1x1 + β2x2 + β3x3 + β4x4 + β5x1x2 + β6x1x3 +
β7x1x4

(c) H0: β5 = β6 = β7 = 0 v.s. H1: at least one is not.

F-value = (422.336−346.65)/3
346.63/32

= 2.3297 < F−1
(3,32)(0.95) = 2.9011

We don’t have enough evidence to state that for different location, type
of packaging influence the total weekly sales.

11. Exercise 6.1

(a) F-Statistic is equivalent to T-Statistic for one variable case. So we compare

the absolute value of T-Statistic
∣∣∣ β̂Sβ ∣∣∣

|t (x1)| = 3.81, |t (x2)| = 90, |t (x3)| = 2.98

|t (x4)| = 1.21, |t (x5)| = 6.03, |t (x6)| = 0.86

x2 is the best candidate.

(b) Yes. Reject region is |t(x)| > 2.0106. x2 should be included in model.

(c) (i) Fit all two-variable model as: y = β0 + β1x2 + β2xi where i =
1, 3, 4, 5, 6.

(ii) Check all fitted two-variable model with a reduced model: y = β0 +
β1x2 compare F-value.

(iii) keep the two-variable model with largest F-value, check all included
variable.

12. Exercise 6.10

take the Traditional level as base level, represent the variables engine as two-
valued variable.

ADVANCED =

{
1, at advanced level;
0, not at advanced level.

AERODERIVATIVE =

{
1, at aeroderivative level;
0, not at aeroderivative level.
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