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Abstract

Extracting useful information from high-dimensional data is the focus of 
today's statistical research and practice. After broad success of statistical 
machine learning on prediction through regularization, interpretability is 
gaining attention and sparsity has been used now as its proxy. With the 
virtues of both regularization and sparsity, Lasso L1 penalized L2 
minimization) has been very popular recently. In this talk, I would like to 
discuss the theory and practice of sparse modeling. First, I will give an 
overview of recent research on model selection consistency property of l1 
penalized minimization including Lasso and explain what useful insights 
have been learned. Second I will present collaborative research on 
building nonparametric sparse hierarchical models that describe fMRI 
responses in primary visual cortex area V1 to natural images.
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