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a b s t r a c t

This note revisits Maity and Sherman’s two-sample testing prob-
lemwith one variance knownbut the other one unknown [A.Maity,
M. Sherman, The two-sample t test with one variance unknown,
The American Statistician 60 (2006) 163–166]. Inspired by the fact
that the number of degrees of freedomused in their testingmethod
is overestimated, we propose in this note a new testing method
by introducing an unbiased estimator of the number of degrees
of freedom. Simulation studies indicate that the proposed testing
method provides a more accurate control than Maity and Sher-
man’s method.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

The two-sample comparison is a frequently encountered problem in applied statistics and is
introduced in most introductory statistics textbooks. One main purpose in a two-sample comparison
is to make inferences about the means of the two populations. As a common practice, it is often
assumed that both samples are independent and normally distributed. If not, one may perform a
certain normalization procedure to the samples before the comparison.

Let Y11, . . . , Y1n1 be a random sample of size n1 from Normal(µ1, σ
2
1 ), and Y21, . . . , Y2n2 be a

random sample of size n2 from Normal(µ2, σ
2
2 ). In this note we are interested in testing H0 :

µ1 − µ2 = µ0, for µ0 a fixed difference of interest. For ease of notation, let Ȳ1 =
∑n1

i=1 Y1i/n1

and Ȳ2 =
∑n2

i=1 Y2i/n2 be the sample means, and S21 =
∑n1

i=1(Y1i − Ȳ1)
2/(n1 − 1) and S22 =∑n2

i=1(Y2i − Ȳ2)
2/(n2 − 1) be the sample variances.
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When both σ 2
1 and σ 2

2 are known, the following z statistic can be used:

Z =
Ȳ1 − Ȳ2 − µ0

σ 2
1

n1
+

σ 2
2

n2

.

Under H0, Z follows a standard normal distribution and that makes the test very straightforward.
However, if the two variances are unknown but equal, one can use the pooled t statistic

T1 =
Ȳ1 − Ȳ2 − µ0
S2pool


1
n1

+
1
n2

 ,

where S2pool = {(n1 −1)S21 + (n2 −1)S22}/(n1 +n2 −2) is the pooled estimate of the common variance.
It is known that under H0, T1 has an exact t distribution with n1 + n2 − 2 degrees of freedom. A
more general situation arises when the two variances are unknown and unequal. This is known as the
‘‘Behrens–Fisher’’ problem [5,1]. In 1938, Welch suggested using

T2 =
Ȳ1 − Ȳ2 − µ0

S21
n1

+
S22
n2

,

and proposed an approximate t test with the estimated number of degrees of freedom

d.f. =


(S21/n1)

2

n1 − 1
+

(S22/n2)
2

n2 − 1

−1 
S21
n1

+
S22
n2

2

.

It is of interest that the above Welch’s approximate t test has been proposed by other researchers in
different contexts [6,3,4].

In addition to the above situations, another interesting scenario ariseswhen one variance is known
but the other one unknown. This situation occurs, for instance, when a new drug is compared to a
routinely used standard drug. Given the amount of historical data, the variance of the standard drug
can be treated as known, while for the new drug, the variance is assumed to be unknown because of
insufficient data. Additionally, it cannot be assumed that the two drugs have a common variance due
to possible formulation differences. This situation was first studied by Maity and Sherman [2] who
proposed a new test statistic for the comparison. Specifically, a method analogous to

Welch’s t test was used to establish an approximate t distribution for the null hypothesis (seemore
detail in Section 2).

This note revisits Maity and Sherman’s two-sample testing problem with one variance known but
the other one unknown. In Section 2, we reviewMaity and Sherman’s testing method. Inspired by the
fact that the number of degrees of freedom used in their testingmethod is overestimated, we propose
in Section 3 a new testing method by introducing an unbiased estimator of the number of degrees of
freedom. We then conclude the note in Section 4 with a simulation study that verifies the superiority
of the proposed method.

2. Maity and Sherman’s testing method

Maity and Sherman [2] considered the situation where one variance is known but the other one
unknown. Without loss of generality, we assume that the first variance, σ 2

1 , is known. Maity and
Sherman proposed the following test statistic:

T3 =
Ȳ1 − Ȳ2 − µ0

σ 2
1

n1
+

S22
n2

.
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Note that T3 does not follow an exact t distribution since the term
σ 2
1

n1
+

σ 2
2

n2

−1 
σ 2
1

n1
+

S22
n2


(1)

is not chi-square distributed. Like Welch [7] and Satterthwaite [3], Maity and Sherman proposed an
approximation to the exact distribution of (1) by using a chi-square distribution with γ degrees of
freedom,

γ


σ 2
1

n1
+

σ 2
2

n2

−1 
σ 2
1

n1
+

S22
n2


∼ χ2

γ , approximately,

where the notation ∼ means ‘‘follows the distribution of’’. The value of γ is obtained by matching the
variances of both sides of the above equation. Specifically, it gives

γ =


(σ 2

2 /n2)
2

n2 − 1

−1 
σ 2
1

n1
+

σ 2
2

n2

2

. (2)

Further, Maity and Sherman replaced the unknown σ 2
2 in (2) by its sample estimate S22 , which leads to

γ̂ =


(S22/n2)

2

n2 − 1

−1 
σ 2
1

n1
+

S22
n2

2

. (3)

Throughout this note, we take the integer part of γ̂ whenever necessary. Then under H0, we have

T3 =
Ȳ1 − Ȳ2 − µ0

σ 2
1

n1
+

S22
n2

∼ tγ̂ , approximately.

Let tα,ν denote the upper αth quantile of the student t distribution with ν degrees of freedom. On the
basis of the above approximate t distribution, the level-α tests conducted are given as follows.

Alternative hypothesis Rejection criterion
H1 : µ1 − µ2 ≠ µ0 T3 > tα/2,γ̂ or T3 < −tα/2,γ̂

H1 : µ1 − µ2 > µ0 T3 > tα,γ̂

H1 : µ1 − µ2 < µ0 T3 < −tα,γ̂

3. Unbiased estimation of the number of degrees of freedom

In this section, we first point out that the approximated number of degrees of freedom, γ̂ , in (3) is
overestimated. By the fact that (n2−1)S22/σ

2
2 is chi-square distributedwith n2−1 degrees of freedom,

we have

σ 2
2

(n2 − 1)S22
∼ Inv-χ2

n2−1, (4)

where Inv-χ2
n2−1 is the inverse-chi-square distribution with n2 − 1 degrees of freedom. By (4), it is

easy to see that for any n2 > 5,

E


1
S22


=

n2 − 1
(n2 − 3)σ 2

2
, (5)

E


1
(S22)2


=

(n2 − 1)2

(n2 − 3)(n2 − 5)σ 4
2
. (6)

Further, we have
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Fig. 1. Power functions for the two methods with σ2 = 1/3, where the solid line corresponds to the new method and the
dashed line corresponds to the method of Maity and Sherman.

E(γ̂ ) = E


(S22/n2)

2

n2 − 1

−1 
σ 2
1

n1
+

S22
n2

2


= (n2 − 1)


n2
2(n2 − 1)2σ 4

1

n2
1(n2 − 3)(n2 − 5)σ 4

2
+

2n2(n2 − 1)σ 2
1

n1(n2 − 3)σ 2
2

+ 1


> (n2 − 1)

n2
2σ

4
1

n2
1σ

4
2

+
2n2σ

2
1

n1σ
2
2

+ 1


= γ . (7)

This indicates that the estimated number of degrees of freedom (3) is positively biased.
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Fig. 2. Power functions for the two methods with σ2 = 1/2, where the solid line corresponds to the new method and the
dashed line corresponds to the method of Maity and Sherman.

Note that for any fixed significance level α < 0.5, the upper αth quantile of the student t
distribution, tα,ν , is a decreasing function of the number of degrees of freedom ν. We conclude that
an overestimated γ̂ will lead to an underestimated threshold value tα,γ̂ , especially when n2 is small.
For instance, when n1 = n2 = 6 and σ 2

1 = σ 2
2 = 1, by (2) the true number of degrees of freedom is

given as γ = 20. If we take α = 0.01, then the theoretical threshold is t0.01,20 = 2.528, while for γ̂ ,
by (7) we have E(γ̂ ) = 190/3. Thus, on average, the estimated threshold is t0.01,63 = 2.387 which is
smaller than 2.528. As a consequence, the type I error of the conducted test may not be controlled.

Motivated by the above finding, we propose in this note an unbiased estimator of γ . Let

γ̃ = (n2 − 1)

n2
2(n2 − 3)(n2 − 5)σ 4

1

n2
1(n2 − 1)2

1
(S22)2

+
2n2(n2 − 3)σ 2

1

n1(n2 − 1)
1
S22

+ 1


. (8)
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Table 1
Average type I errors of Maity and Sherman’s method (M&S) and the new method for n1 = n2 = 6.

α σ2 = 1/3 σ2 = 1/2 σ2 = 1 σ2 = 2 σ2 = 3

0.001 M&S 0.0011 0.0010 0.0017 0.0031 0.0032
New 0.0009 0.0008 0.0009 0.0017 0.0018

0.01 M&S 0.0100 0.0102 0.0121 0.0149 0.0149
New 0.0091 0.0085 0.0086 0.0105 0.0113

0.05 M&S 0.0496 0.0498 0.0523 0.0560 0.0554
New 0.0478 0.0460 0.0447 0.0483 0.0496

By (5) and (6), it is easy to verity that γ̃ is an unbiased estimator of γ . In addition, it can be shown that

Var(γ̃ ) ≤ Var(γ̂ ).

This indicates that our proposed γ̃ has a smaller mean squared error than Maity and Sherman’s
estimator γ̂ . Or equivalently, the estimator γ̂ is inadmissible under the commonly used quadratic
loss function L(γ̂ ) = (γ̂ − γ )2.

Finally, with the proposed unbiased estimator γ̃ , we conduct tests as follows.

Alternative hypothesis Rejection criterion
H1 : µ1 − µ2 ≠ µ0 T3 > tα/2,γ̃ or T3 < −tα/2,γ̃

H1 : µ1 − µ2 > µ0 T3 > tα,γ̃

H1 : µ1 − µ2 < µ0 T3 < −tα,γ̃

We reiterate here that, to make this note short, we have assumed that n2 > 5 for the proposed
unbiased estimator γ̃ . When the sample size is atmost 5, to improve the performance of T3 it might be
necessary to adopt another remedy, e.g., estimating 1/σ 2

2 by the median or the mode of the inverse-
chi-square distribution.

4. Simulation studies

In this section, we conduct simulations to evaluate the performance of T3 with the proposed γ̃ in
(8). The first study is to compare the type I errors of the twomethods and check howwell they behave
under the nominal level α. The second study is to compare their corresponding powers. Without loss
of generality, we set µ1 = µ2 = 0 and σ1 = 1. We consider three different combinations of (n1, n2):
(6, 6), (20, 6) and (20, 20).

To assess the type I errors under various settings, we consider five different values of the unknown
variance, σ2 = 1/3, 1/2, 1, 2 and 3, to represent different levels of discrepancy, apart from σ1. Then
for each σ2 value, we simulate the data Y11, . . . , Y1n1 from Normal(µ1, σ

2
1 ), and Y21, . . . , Y2n2 from

Normal(µ2, σ
2
2 ). Finally, to test the following hypothesis, we consider three different significance

levels of α at 0.001, 0.01 or 0.05, respectively:

H0 : µ1 − µ2 = 0 versus H1 : µ1 − µ2 ≠ 0.

We repeat the above procedure 1000,000 times for each setting and report the average type I errors in
Table 1 for (n1, n2) = (6, 6), in Table 2 for (n1, n2) = (20, 6), and in Table 3 for (n1, n2) = (20, 20). As
anticipated in Section 3, the simulated type I errors ofMaity and Sherman [2] exceed the nominal level
at α in most settings, especially when n2 is small and/or when σ2 is large. For the new method, the
simulated type I errors are always close to or below the given nominal level. In addition, we observe
that when the sample sizes are large, e.g., when (n1, n2) = (20, 20), the two methods give a similar
performance. Overall, it is evident that the proposedmethod with γ̃ provides a more accurate control
than the testing method of Maity and Sherman.

For the power comparisons, we fix µ1 = 0 without loss of generality. We choose µ2 to be non-
zero, ranging from 0 to 3, to represent different levels of effect size. All other settings are the same
as before. Recall that the method of Maity and Sherman is anti-conservative for large σ2 values. To
make the comparison meaningful, we report the power functions only for σ2 = 1/3 in Fig. 1 and for
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Table 2
Average type I errors of Maity and Sherman’s method (M&S) and the new method for n1 = 20 and n2 = 6.

α σ2 = 1/3 σ2 = 1/2 σ2 = 1 σ2 = 2 σ2 = 3

0.001 M&S 0.0011 0.0015 0.0030 0.0031 0.0024
New 0.0007 0.0009 0.0016 0.0019 0.0016

0.01 M&S 0.0101 0.0113 0.0148 0.0143 0.0128
New 0.0081 0.0082 0.0104 0.0111 0.0109

0.05 M&S 0.0501 0.0515 0.0552 0.0547 0.0525
New 0.0450 0.0443 0.0475 0.0500 0.0498

Table 3
Average type I errors of Maity and Sherman’s method (M&S) and the new method for n1 = n2 = 20.

α σ2 = 1/3 σ2 = 1/2 σ2 = 1 σ2 = 2 σ2 = 3

0.001 M&S 0.0010 0.0011 0.0011 0.0011 0.0011
New 0.0010 0.0010 0.0010 0.0011 0.0011

0.01 M&S 0.0099 0.0100 0.0100 0.0104 0.0102
New 0.0099 0.0099 0.0098 0.0101 0.0100

0.05 M&S 0.0502 0.0500 0.0500 0.0506 0.0502
New 0.0502 0.0499 0.0495 0.0501 0.0499

σ2 = 1/2 in Fig. 2. In both scenarios, the method of Maity and Sherman provides a slightly larger
power than the new method. This is the price that we pay for having a more accurate control of the
type I error.
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