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Abstract. We develop efficient moving mesh algorithms for one- and two-dimensional hyperbolic
systems of conservation laws. The algorithms are formed by two independent parts: PDE evolution
and mesh-redistribution. The first part can be any appropriate high-resolution scheme, and the
second part is based on an iterative procedure. In each iteration, meshes are first redistributed by an
equidistribution principle, and then on the resulting new grids the underlying numerical solutions are
updated by a conservative-interpolation formula proposed in this work. The iteration for the mesh-
redistribution at a given time step is complete when the meshes governed by a nonlinear equation
reach the equilibrium state. The main idea of the proposed method is to keep the mass-conservation
of the underlying numerical solution at each redistribution step. In one dimension, we can show
that the underlying numerical approximation obtained in the mesh-redistribution part satisfies the
desired TVD property, which guarantees that the numerical solution at any time level is TVD,
provided that the PDE solver in the first part satisfies such a property. Several test problems in one
and two dimensions are computed using the proposed moving mesh algorithm. The computations
demonstrate that our methods are efficient for solving problems with shock discontinuities, obtaining
the same resolution with a much smaller number of grid points than the uniform mesh approach.
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1. Introduction. Adaptive mesh methods have important applications for a va-
riety of physical and engineering areas such as solid and fluid dynamics, combustion,
heat transfer, material science, etc. The physical phenomena in these areas develop
dynamically singular or nearly singular solutions in fairly localized regions, such as
shock waves, boundary layers, detonation waves, etc. The numerical investigation of
these physical problems may require extremely fine meshes over a small portion of the
physical domain to resolve the large solution variations. In multidimensions, develop-
ing effective and robust adaptive grid methods for these problems becomes necessary.
Successful implementation of the adaptive strategy can increase the accuracy of the
numerical approximations and also decrease the computational cost. In the past two
decades, there has been important progress in developing mesh methods for PDEs,
including the variational approach of Winslow [36], Brackbill [5], and Brackbill and
Saltzman [6]; finite element methods by Miller and Miller [25] and Davis and Flaherty
[11]; the moving mesh PDEs of Cao, Huang, and Russell [7], Stockie, Mackenzie, and
Russell [33], Li and Petzold [23], and Ceniceros and Hou [8]; and moving mesh meth-
ods based on harmonic mapping of Dvinsky [12] and Li, Tang, and Zhang [21, 22].
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Harten and Hyman [14] began the earliest study in this direction, by moving
the grid at an adaptive speed in each time step to improve the resolution of shocks
and contact discontinuities. After their work, many other moving mesh methods for
hyperbolic problems have been proposed in the literature, including those of Azarenok
and collaborators [1, 2, 3], Fazio and LeVeque [13], Liu, Ji, and Liao [24], Saleri and
Steinberg [29], and Stockie, Mackenzie, and Russell [33]. However, many existing
moving mesh methods for hyperbolic problems are designed for one space dimension.
In one dimension, it is generally possible to compute on a very fine grid, and so the
need for moving mesh methods may not be clear. Multidimensional moving mesh
methods are often difficult to use in fluid dynamics problems, since the grid will
typically suffer large distortions and possible tangling. It is therefore useful to design a
simple and robust moving mesh algorithm for hyperbolic problems in multidimensions.

The main objective of this paper is to develop one- and two-dimensional (1D
and 2D) moving mesh methods for hyperbolic systems of conservation laws. Fol-
lowing Li, Tang, and Zhang [21] we propose a moving mesh method containing two
separate parts: PDE time-evolution and mesh-redistribution. The first part can be
any suitable high-resolution method such as the wave-propagation algorithm, central
schemes, and ENO methods. Once numerical solutions are obtained at the given time
level, the mesh will be redistributed using an iteration procedure. At each iteration,
the grid is moved according to a variational principle, and the underlying numeri-
cal solution on the new grid will be updated using some simple methods (such as
conventional interpolation). It is noted that the direct use of conventional interpo-
lation is unsatisfactory for hyperbolic problems, since many physical properties such
as mass-conservation and TVD (in one dimension) may be destroyed. In order to
preserve these physical properties, we propose to use conservative-interpolation in the
solution-updating step. The idea of using conservative-interpolation is new and is
shown to work successfully for hyperbolic problems. This approach also preserves the
total mass of the numerical solutions, and by the well-known Lax–Wendroff theory
the numerical solutions converge to the weak solution of the underlying hyperbolic
system.

The paper is organized as follows. In section 2, we briefly review some theory of
the variational approach for moving mesh methods, which is relevant to the mesh-
redistribution part of our algorithm. In section 3, we propose a 1D moving mesh
algorithm for solving hyperbolic systems of conservation laws, which will be extended
to a 2D algorithm in section 4. Numerical experiments are carried out in sections 5
and 6, where several 1D and 2D examples are considered.

2. Mesh generation based on the variational approach. Let �x = (x1, x2, . . . ,

xd) and �ξ = (ξ1, ξ2, . . . , ξd) denote the physical and computational coordinates, respec-
tively. Here d ≥ 1 denotes the number of spatial dimensions. A one-to-one coordinate
transformation from the computational (or logical) domain Ωc to the physical domain
Ωp is denoted by

�x = �x(�ξ), �ξ ∈ Ωc.(2.1)

Its inversion is denoted by

�ξ = �ξ(�x), �x ∈ Ωp.(2.2)
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In the variational approach, the mesh map is provided by the minimizer of a functional
of the following form:

E(�ξ) =
1

2

∑
k

∫
Ωp

∇ξTk G−1
k ∇ξkd�x,(2.3)

where ∇ := (∂x1 , ∂x2 , . . . , ∂xd
)T and Gk are given symmetric positive definite matrices

called monitor functions. In general, monitor functions depend on the underlying
solution to be adapted. More terms can be added to the functional (2.3) to control
other aspects of the mesh such as orthogonality and mesh alignment with a given
vector field [5, 6].

The variational mesh is determined by the Euler–Lagrange equation of the above
functional:

∇ · (G−1
k ∇ξk

)
= 0, 1 ≤ k ≤ d.(2.4)

One of the simplest choices of monitor functions is Gk = ωI, 1 ≤ k ≤ d, where I is
the identity matrix and ω is a positive weight function, e.g., ω =

√
1 + |∇u|2. Here

u is the solution of the underlying PDE. In this case, we obtain Winslow’s variable
diffusion method [36]:

∇ ·
(
1

ω
∇ξk

)
= 0, 1 ≤ k ≤ d.(2.5)

By using the above equations, a map between the physical domain Ωp and the logical
domain Ωc can be computed. Typically, the map transforms a uniform mesh in the
logical domain, clustering grid points in those regions of the physical domain where
the solution has the largest gradients.

2.1. 1D case. Although the main objective of this work is to provide an effec-
tive moving mesh algorithm for 2D conservation laws, it is easier to illustrate the
basic moving mesh ideas by starting with some 1D discussions. Let x and ξ denote
the physical and computational coordinates, respectively, which are (without loss of
generality) assumed to be in [a, b] and [0, 1], respectively. A one-to-one coordinate
transformation between these domains is denoted by

x = x(ξ), ξ ∈ [0, 1],
x(0) = a, x(1) = b.

(2.6)

The 1D Euler–Lagrange equation has the form

(ω−1ξx)x = 0.(2.7)

Using the above equation, we can obtain the conventional 1D equidistribution princi-
ple: ωxξ = constant, or equivalently,

(ωxξ)ξ = 0.(2.8)

Both (2.7) and (2.8) have the same form, and therefore solving either of them will
yield the desired mesh map x = x(ξ). However, the situation is different in the 2D
case, where we will choose to solve equations of the form (2.8), as will be described
in the next subsection.
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2.2. 2D case. We will consider the Winslow’s variable diffusion method (2.5).
The extension to the general Euler–Lagrange equation (2.4) is straightforward. Let
(x, y) = (x(ξ, η), y(ξ, η)) be the mesh map in two dimensions. Then (2.5) becomes

(ω−1ξx)x + (ω−1ξy)y = 0,

(ω−1ηx)x + (ω−1ηy)y = 0.
(2.9)

In practice, the physical domain Ωp may have a very complex geometry, and as a result,
solving the elliptic system (2.9) directly on structured grids is unrealistic. Therefore
we usually solve the corresponding mesh generation equations on the computational
domain Ωc by interchanging the dependent and independent variables in (2.9):

xξ
J

[(
xη

1

Jω
xη + yη

1

Jω
yη

)
ξ

−
(
xξ

1

Jω
xη + yξ

1

Jω
yη

)
η

]

+
xη
J

[
−
(
xη

1

Jω
xξ + yη

1

Jω
yξ

)
ξ

+

(
xξ

1

Jω
xξ + yξ

1

Jω
yξ

)
η

]
= 0,

yξ
J

[(
xη

1

Jω
xη + yη

1

Jω
yη

)
ξ

−
(
xξ

1

Jω
xη + yξ

1

Jω
yη

)
η

]

+
yη
J

[
−
(
xη

1

Jω
xξ + yη

1

Jω
yξ

)
ξ

+

(
xξ

1

Jω
xξ + yξ

1

Jω
yξ

)
η

]
= 0.

(2.10)

Note that system (2.10) is more complicated than the Euler–Lagrange equation (2.9),
which requires more computational effort in obtaining numerical approximations. An
alternative approach, as observed by Ceniceros and Hou [8], is to consider a functional
defined in the computational domain,

Ẽ[x, y] =
1

2

∫
Ωc

(
∇̃TxG1∇̃x+ ∇̃T yG2∇̃y

)
dξdη,(2.11)

to replace the conventional functional (2.3), where Gk are monitor functions, and

∇̃ = (∂ξ, ∂η)
T . The corresponding Euler–Lagrange equation is

∂ξ(G1∂ξx) + ∂η(G1∂ηx) = 0,

∂ξ(G2∂ξy) + ∂η(G2∂ηy) = 0.
(2.12)

In particular, with the choice G = ωI we have

∇̃ · (ω∇̃x) = 0, ∇̃ · (ω∇̃y) = 0.(2.13)

The monitor functions will be chosen based on the properties of the physical solutions.

A typical choice used in [8] is ω =
√
1 + α1|u|2 + α2|∇̃u|2 or ω =

√
1 + α1|u|2 + α2|∇u|2,

where α1, α2 are some nonnegative constants.

3. 1D algorithm. For convenience, we assume that a fixed uniform mesh on
the computational domain is given by ξj = j/(J + 1), 0 ≤ j ≤ J + 1. We denote the
cell average of the solution u(x) over the interval [xj , xj+1] as

uj+ 1
2
=

1

∆xj+ 1
2

∫ xj+1

xj

u(x) dx,
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where ∆xj+ 1
2
= xj+1 − xj . In practice, the monitor function ω is always associated

with the underlying solution u or/and its derivatives, but without loss of generality
we assume that ω = ω(u). For monitor functions involving first or second derivatives,
central differencing will be used to approximate these derivatives.

3.1. Mesh-redistribution. In order to solve the mesh-redistribution equation
(2.8), we introduce an artificial time τ and solve

xτ = (ωxξ)ξ, 0 < ξ < 1,(3.1)

subject to boundary conditions x(0, τ) = a and x(1, τ) = b. We discretize (3.1) on
the uniform mesh in Ωc:

x̃j = xj +
∆τ

∆ξ2
[
ω(uj+ 1

2
)(xj+1 − xj)− ω(uj− 1

2
)(xj − xj−1)

]
, 1 ≤ j ≤ J,(3.2)

where ∆ξ = 1/(J + 1) is the step size in Ωc. Solving (3.2) with boundary conditions
x0 = a and xJ+1 = b leads to a new grid in the physical domain Ωp. Some advantages
of using the approach (3.1) and (3.2) to solve the mesh redistribution equation (2.8)
will be seen from Lemma 3.1 and Theorem 3.1.

3.2. Solution-updating on new grids. After obtaining the new grid {x̃j},
we need to update u at the grid point x̃j+ 1

2
= (x̃j + x̃j+1)/2 based on the knowl-

edge of {xj+ 1
2
, x̃j+ 1

2
, uj+ 1

2
}. The traditional way to do this is using the conventional

interpolation

ũj+ 1
2
= uk+ 1

2
+
uk+ 1

2
− uk− 1

2

xk+ 1
2
− xk− 1

2

(x̃j+ 1
2
− xk+ 1

2
) if x̃j+ 1

2
∈ [xk− 1

2
, xk+ 1

2
].(3.3)

Since the monitor function ω is dependent on the underlying solution u, the grid
redistribution equations (3.2)–(3.3) form a nonlinear system. It is therefore natural
to make several iterations to solve (3.2)–(3.3) in order to gain better control of the
grid distribution near those regions where the solution u has a large gradient. In
solving hyperbolic conservation laws with strong discontinuities (e.g., shocks), iter-
ation techniques based on (3.2)–(3.3) have been employed, and it is found that the
results for the solution and the mesh are not satisfactory. The main problem is that
the linear interpolation (3.3) cannot preserve conservation of mass, which, by the
Lax–Wendroff theory, is an essential requirement for a good numerical scheme for
hyperbolic conservation laws.

In the following we will introduce a new method to update u, noting that mass-
conservation is an essential requirement for hyperbolic conservation laws. To begin
with, assume that the difference between x̃j+ 1

2
and xj+ 1

2
is small. Let ũj+ 1

2
and

uj+ 1
2
be cell averages of the solution u(x) over the intervals [x̃j , x̃j+1] and [xj , xj+1],

respectively. We will derive a formula for ũj+ 1
2
using the perturbation method. If
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x̃ = x− c(x) with a small displacement c(x), i.e., |c(x)| 
 1, then we have∫ x̃j+1

x̃j

ũ(x̃) dx̃ =

∫ xj+1

xj

u(x− c(x))(1− c′(x)) dx

≈
∫ xj+1

xj

(u(x)− c(x)ux(x))(1− c′(x)) dx

≈
∫ xj+1

xj

(u(x)− (cu)x) dx

=

∫ xj+1

xj

u(x) dx− ((cu)j+1 − (cu)j),(3.4)

where we have neglected higher-order terms, and (cu)j denotes the value of cu at
the jth cell interface. The following almost conservative-interpolation formula follows
from (3.4):

∆x̃j+ 1
2
ũj+ 1

2
= ∆xj+ 1

2
uj+ 1

2
− ((cu)j+1 − (cu)j

)
,(3.5)

where ∆x̃j+ 1
2
= x̃j+1 − x̃j and cj = xj − x̃j . Note that the above solution-updating

method guarantees the conservation of mass in the following sense:∑
j

∆x̃j+ 1
2
ũj+ 1

2
=
∑
j

∆xj+ 1
2
uj+ 1

2
.(3.6)

The linear flux cu in (3.5) will be approximated by some upwinding numerical flux;
see (3.11) below.

If the function u is suitably smooth, then it can be shown that the size of the
moving speed c(x) is small. It is known that the first and second derivatives of
the parabolic-type equation (3.1) are bounded, provided that the initial data and
the monitor function satisfy some regularity requirements. By the definition of c(x),
we have

c(x) = x− x̃ = −(xτ )∆τ = O(∆τ),
c′(x) = 1− x̃x = 1− x̃ξ

xξ
= −xξτ

xξ
∆τ = O(∆τ),

which indicate that the moving speed in each cell is indeed very small.

3.3. Solution procedure. Our solution procedure is based on two independent
parts: a mesh-redistribution algorithm and a solution algorithm. The first part will
be based on an iteration procedure using (3.2) and (3.5). The second part will be
independent of the first, and it can be any of the standard codes for solving the given
PDEs, such as ENO schemes [31, 39], central schemes [17, 27], relaxation schemes
[16, 26, 34], BGK schemes [38, 35], and several other types of high-resolution methods
(see, e.g., [20, 15, 18]). The solution procedure can be illustrated by the following
flowchart.

Algorithm 0.
Step 1. Given a uniform (fixed) partition of the logical domain Ωc, use the equidistri-

bution principle (2.8) to generate an initial partition x
[0]
j := xj of the physical

domain Ωp. Then compute the grid values u
[0]

j+ 1
2

based on the cell average for

the initial data u(x, 0).
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Step 2. Move grid {x[ν]
j } to {x[ν+1]

j } based on scheme (3.2), and compute {u[ν+1]

j+ 1
2

}
on the new grid based on scheme (3.5) for ν ≥ 0. Repeat the updating
procedure for a fixed number of iterations or until ‖x[ν+1] − x[ν]‖ ≤ ε. The
mesh-redistribution scheme (3.2) can be also replaced by the Gauss–Seidel
iteration procedure (3.32), as discussed at the end of this section.

Step 3. Evolve the underlying PDEs using a high-resolution finite volume method

on the mesh {x[ν+1]
j } to obtain the numerical approximations un+1

j+ 1
2

at the

time level tn+1.

Step 4. If tn+1 ≤ T , then let u
[0]

j+ 1
2

:= un+1
j+ 1

2

and x
[0]
j := x

[ν+1]
j and go to Step 2.

3.3.1. Some discussions on Step 2. A new mesh x
[ν+1]
j is obtained using

(3.2):

x
[ν+1]
j = αj+ 1

2
x

[ν]
j+1 + (1− αj+ 1

2
− αj− 1

2
)x

[ν]
j + αj− 1

2
x

[ν]
j−1(3.7)

where

αj+ 1
2
=

∆τ

∆ξ2
ω(u

[ν]

j+ 1
2

).

The above equation is solved subject to the following stability condition:

max
j
αj+ 1

2
≤ 1

2
.(3.8)

Next, numerical solutions are updated on the new grids {x[ν+1]
j } (at the same time

level) using (3.5),

u
[ν+1]

j+ 1
2

= β
[ν]
j u

[ν]

j+ 1
2

− γ[ν]
j ((ĉu)

[ν]
j+1 − (ĉu)

[ν]
j ),(3.9)

where

γ
[ν]
j = (x

[ν+1]
j+1 − x[ν+1]

j )−1, β
[ν]
j = γ

[ν]
j · (x[ν]

j+1 − x[ν]
j ),(3.10)

and the numerical flux ĉuj is defined by

(ĉu)j =
cj
2
(uj+ 1

2
+ uj− 1

2
)− |cj |

2
(uj+ 1

2
− uj− 1

2
).(3.11)

The wave speed cj above is defined by c
[ν]
j = x

[ν]
j − x[ν+1]

j .
Remark 3.1. In our numerical computation, the first-order numerical flux (ĉu)j

defined by (3.11) will be replaced by a second-order one as the following:

(ĉu)j =
cj
2
(u+

j + u−j )−
|cj |
2
(u+

j − u−j ),(3.12)

where u+
j and u−j will be defined by (3.19) below.

Remark 3.2. In practice, it is common to use some temporal or spatial smoothing
on the monitor function to obtain smoother meshes. One of the reasons for using
smoothing is to avoid very singular mesh and/or large approximation errors near
those regions where the solution has a large gradient. In this work, we apply the
following low pass filter to smooth the monitor:

ωj+ 1
2
← 1

4
(ωj+ 3

2
+ 2ωj+ 1

2
+ ωj− 1

2
),(3.13)

where ωj+ 1
2
= ω(uj+ 1

2
).
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3.3.2. Some discussions on Step 3. This step is independent of Step 2, and, as
a result, it can be done using any efficient modern numerical technique for hyperbolic
conservation laws. As an example, we consider a second-order finite volume approach
to solving the 1D scalar hyperbolic conservation laws

ut + f(u)x = 0, t > 0,(3.14)

with compactly supported initial condition

u(x, 0) = u0(x), u0 ∈ L∞ ∩BV.(3.15)

Integrating (3.14) over the control volume [tn, tn+1)× [xj , xj+1] leads to the following
(explicit) finite volume method:

un+1
j+ 1

2

= unj+ 1
2
− tn+1 − tn
xj+1 − xj

(
f̂nj+1 − f̂nj

)
,(3.16)

where f̂nj is some appropriate numerical flux satisfying

f̂nj = f̂(un,−j , un,+j ), f̂(u, u) = f(u).(3.17)

An example of such a numerical flux is the Lax–Friedrichs flux:

f̂(a, b) =
1

2

[
f(a) + f(b)−max

u
{|fu|} (b− a)

]
.(3.18)

In (3.17), un,±j are defined by

un,±j = unj± 1
2
+

1

2
(xj − xj±1)S̃j± 1

2
,(3.19)

where S̃j+ 1
2
is an approximation of the slope ux at xj+ 1

2
, defined by

S̃j+ 1
2
=
(
sign(S̃+

j+ 1
2

) + sign(S̃−
j+ 1

2

)
) |S̃+

j+ 1
2

S̃−
j+ 1

2

|
|S̃+

j+ 1
2

|+ |S̃−
j+ 1

2

| ,(3.20)

with

S̃+
j+ 1

2

=
un
j+ 3

2

− un
j+ 1

2

xj+ 3
2
− xj+ 1

2

, S̃−
j+ 1

2

=
un
j+ 1

2

− un
j− 1

2

xj+ 1
2
− xj− 1

2

.

The MUSCL (monotone upstream-centered scheme for conservation laws)-type finite
volume method (3.16)–(3.18), which is of second-order accuracy in smooth regions,
will be applied in the 1D numerical experiments.

3.4. Some theoretical results on the adaptive mesh solutions. In one
dimension, some good theoretical guarantees for the numerical grids can be obtained.
In the following, we prove some theoretical results for the mesh-redistribution equation
(3.7) and the solution-updating equation (3.9). We first demonstrate that the new
mesh x[ν+1] generated by (3.7) keeps the monotonic order of x[ν].

Lemma 3.1. Assume x
[ν]
j+1 > x

[ν]
j for 0 ≤ j ≤ J . If the new mesh x[ν+1] is

obtained using (3.7), with αj+ 1
2
satisfying the stability condition (3.8), then x

[ν+1]
j−1 <

x
[ν]
j < x

[ν+1]
j+1 for 1 ≤ j ≤ J , and x[ν+1]

j+1 > x
[ν+1]
j for 0 ≤ j ≤ J .
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Proof. Using the stability condition (3.8) gives 1− αj+ 1
2
− αj− 1

2
≥ 0. Moreover,

αj± 1
2
are all positive. Therefore, it follows from (3.7) and the assumption x

[ν]
j+1 > x

[ν]
j

that x
[ν+1]
j−1 < x

[ν]
j < x

[ν+1]
j+1 . We now rewrite (3.7) into the following form:

x
[ν+1]
j = αj+ 1

2
∆x

[ν]

j+ 1
2

+ x
[ν]
j − αj− 1

2
∆x

[ν]

j− 1
2

,(3.21)

where ∆xj+ 1
2
= xj+1 − xj . It follows from the above equation that

∆x
[ν+1]

j− 1
2

= αj+ 1
2
∆x

[ν]

j+ 1
2

+ (1− 2αj− 1
2
)∆x

[ν]

j− 1
2

+ αj− 3
2
∆x

[ν]

j− 3
2

.

Since the first and last coefficients of the right-hand side are positive and the second

one is nonnegative (due to the stability condition (3.8)), the assumption x
[ν]
j+1 > x

[ν]
j

yields ∆x
[ν+1]

j− 1
2

> 0. This shows that x
[ν+1]
j+1 > x

[ν+1]
j for 0 ≤ j ≤ J .

Remark 3.3. A consequence of Lemma 3.1 is that x
[ν+1]
j ∈ (x

[ν]
j−1, x

[ν]
j+1), which

implies that the speed of mesh moving is finite. This is important in better controlling
grid distribution near the regions of large gradients in the solution.

Next, we provide a necessary condition under which the updated solution u
[ν+1]

j+ 1
2

satisfies the TVD property.
Lemma 3.2. Assume that the initial data u[0] is compactly supported and that

the stability condition (3.8) is satisfied. If x
[ν+1]
j−1 ≤ x[ν]

j ≤ x[ν+1]
j+1 and x

[ν+1]
j+1 > x

[ν+1]
j ,

then the solution-updating scheme (3.9)–(3.11) satisfies

TV(u[ν+1]) ≤ TV(u[ν]),

where the total variation is defined by

TV(u) :=
∑
j

∣∣uj+ 1
2
− uj− 1

2

∣∣.
Proof. For ease of notation we denote x̃ = x[ν+1], x = x[ν], ũ = u[ν+1], u = u[ν].

Note that cj+1− cj = ∆xj+ 1
2
−∆x̃j+ 1

2
. This fact, together with the scheme (3.9) and

the numerical flux (3.11), gives

∆x̃j+ 1
2
ũj+ 1

2
=
(
cj+1 − cj +∆x̃j+ 1

2

)
uj+ 1

2
+

1

2

(|cj+1| − cj+1

)
uj+ 3

2

+
1

2

(
cj − |cj | − cj+1 − |cj+1|

)
uj+ 1

2
+

1

2

(|cj |+ cj)uj− 1
2

= ∆x̃j+ 1
2
uj+ 1

2
+mj+1uj+ 3

2
−mj+1uj+ 1

2
−Mjuj+ 1

2
+Mjuj− 1

2
,

where Mj = max(0, cj) and mj = −min(0, cj). Note that both Mj and mj are
nonnegative. It follows from the above result that

ũj+ 1
2
= uj+ 1

2
+
mj+1

∆x̃j+ 1
2

∆uj+1 − Mj

∆x̃j+ 1
2

∆uj ,(3.22)

where ∆uj = uj+ 1
2
− uj− 1

2
. It follows from (3.22) that

∆ũj = ∆uj +
mj+1

∆x̃j+ 1
2

∆uj+1 −
(

Mj

∆x̃j+ 1
2

+
mj

∆x̃j− 1
2

)
∆uj +

Mj−1

∆x̃j− 1
2

∆uj−1,
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which gives

(3.23)∑
j

|∆ũj | ≤
∑
j

mj

∆x̃j− 1
2

|∆uj |+
∑
j

∣∣∣∣∣1− Mj

∆x̃j+ 1
2

− mj

∆x̃j− 1
2

∣∣∣∣∣ |∆uj |∑
j

Mj

∆x̃j+ 1
2

|∆uj |.

It can be verified using the definition of cj that the condition x̃j−1 ≤ xj ≤ x̃j+1 is
equivalent to −∆x̃j− 1

2
≤ cj ≤ ∆x̃j+ 1

2
. This fact, together with the observation that

Mj = 0 when cj ≤ 0 and mj = 0 when cj ≥ 0, yields

1− Mj

∆x̃j+ 1
2

− mj

∆x̃j− 1
2

≥ 0.(3.24)

It follows from (3.23) and (3.24) that TV(ũ) ≤ TV(u).
With the two ingredients above, the following TVD property for Step 2 of Algo-

rithm 0 is established.
Theorem 3.1. Assume that the initial data u[0] is compactly supported and

that the stability condition (3.8) is satisfied. Then the iterated mesh and solution
{x[ν+1], u[ν+1]} generated by (3.7)–(3.11) satisfies TV(u[ν+1]) ≤ TV(u[ν]).

Remark 3.4. If the PDE solver in Step 3 of Algorithm 0 is TVB (i.e., TV-
bounded) (or TVD), then the above theorem guarantees the TVB (or TVD) property
of the moving mesh solution at any time level. It can be also proved similarly that
the l∞- and the l1-stabilities are also preserved.

Theorem 3.2. Assume that the initial function u0 in (3.15) is compactly sup-
ported and that the stability condition (3.8) is satisfied. Then the moving mesh solution
generated by Algorithm 0, with (3.7)–(3.11) for Step 2 and (3.16) for Step 3, is a weak
solution of the conservation law (3.14).

Proof. Without loss of generality we assume that only one iteration is used in Step
2 of Algorithm 0. Then, given {xnj , unj+ 1

2

}, the solution {xn+1
j , un+1

j+ 1
2

} is computed by

the following operator-splitting-type algorithm:

Un
j+ 1

2
= unj+ 1

2
− ∆tn

∆xn
j+ 1

2

(
fnj+1 − fnj

)
,(3.25)

xn+1
j = xnj +

∆τ

∆ξ2

[
ω(Un

j+ 1
2
)(xnj+1 − xnj )− ω(Un

j− 1
2
)(xnj − xnj−1)

]
,(3.26)

∆xn+1
j+ 1

2

un+1
j+ 1

2

= ∆xnj+ 1
2
Un
j+ 1

2
− ((cUn)j+1 − (cUn)j),(3.27)

where cj = x
n
j −xn+1

j and the numerical flux fnj satisfies the consistency requirement.
Multiplying the first equation above by a test function φ ∈ C∞

0 (R× (0, T ]) gives

∆xnj+ 1
2
Un
j+ 1

2
φ(xnj , tn) = ∆xnj+ 1

2
unj+ 1

2
φ(xnj , tn)−∆tn

(
fnj+1 − fnj

)
φ(xnj , tn),

which, together with the interpolation step (3.27), gives

∆xn+1
j+ 1

2

un+1
j+ 1

2

φ(xnj , tn) + ((cUn)j+1 − (cUn)j)φ(x
n
j , tn)

= ∆xnj+ 1
2
unj+ 1

2
φ(xnj , tn)−∆tn

(
fnj+1 − fnj

)
φ(xnj , tn).(3.28)
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Standard summation by parts yields

∑
j

N∑
n=0

[
∆xn+1

j+ 1
2

un+1
j+ 1

2

−∆xnj+ 1
2
unj+ 1

2

]
φ(xnj , tn)

= −
∑
j

N∑
n=0

((cUn)j+1 − (cUn)j)φ(x
n
j , tn)−

N∑
n=0

∑
j

∆tn
(
fnj+1 − fnj

)
φ(xnj , tn)

and then

−
∑
j

∆x0
j+ 1

2
u0
j+ 1

2
φ(x0

j , 0)−
∑
j

N∑
n=1

[φ(xnj , tn)− φ(xn−1
j , tn−1)]∆x

n
j+ 1

2
unj+ 1

2
(3.29)

=
∑
j

N∑
n=0

[φ(xnj , tn)− φ(xnj−1, tn)](x
n
j − xn+1

j )Un
j

+

N∑
n=0

∑
j

∆tn
[
φ(xnj , tn)− φ(xnj−1, tn)

]
fnj ,

where we have used the fact φ(x, tN ) = 0 with tN = T . We can show that ∆x0
j+ 1

2

→ 0

as J → ∞. Without loss of generality, assume that the monitor function is the one
associated with the equidistribution principle, i.e., ω(u) =

√
1 + u2

x. Then

L =
√
1 + u2

x(x
0
j , 0)∆x

0
j+ 1

2
, 0 ≤ j ≤ J − 1,(3.30)

is a constant independent of j. It follows from the definition of L that

L ≤ (1 + |ux(x0
j , 0)|

)
∆x0

j+ 1
2
, 0 ≤ j ≤ J − 1,

which gives

JL ≤ the size of u0’s support + TV(u0).

This, together with the definition (3.30), leads to

∆x0
j+ 1

2
≤ const. J−1 → 0 as J →∞.(3.31)

Moreover, since {xnj }, with n ≥ 1, are obtained by solving a parabolic equation, we
have ∆xn

j+ 1
2

∼ O(∆ξ)→ 0 for n ≥ 1. Taking limits on both sides of (3.29) leads to

−
∫
u(x, 0)φ(x, 0)dx−

∫ ∫
(φxxt + φt)udxdt = −

∫ ∫
φxxtudxdt+

∫ ∫
φxf(u)dxdt,

provided that the numerical solution is convergent to u almost everywhere, where
for the second term on the LHS (left-hand side) of (3.29) we have used the fact
φ(x, t)t = φtxt+φt, and for the first term on the RHS (right-hand side) we have used
the fact that cj = x

n
j − xnj ∼ xtdt. The above result leads to∫ ∫
(φtu+ φxf(u))dxdt+

∫
u(x, 0)φ(x, 0)dx = 0,

which indicates that the moving mesh solution is indeed a weak solution of the un-
derlying conservation law.
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3.5. Grid-motion with Gauss–Seidel iteration. In practice, we also use the
following Gauss–Seidel-type iteration to solve the mesh moving equation (2.8):

ω(u
[ν]

j+ 1
2

)(x
[ν]
j+1 − x[ν+1]

j )− ω(u[ν]

j− 1
2

)(x
[ν+1]
j − x[ν+1]

j−1 ) = 0.(3.32)

It can also be demonstrated that the new mesh x[ν+1] generated by (3.32) keeps the
monotonic order of x[ν].

Lemma 3.3. Assume x
[ν]
j+1 > x

[ν]
j for 0 ≤ j ≤ J . If the new mesh x[ν+1]

is obtained by using the Gauss–Seidel iterative scheme (3.32), with positive monitor

function ω, then x
[ν+1]
j > x

[ν+1]
j−1 for 1 ≤ j ≤ J + 1. Moreover, x

[ν]
j > x

[ν+1]
j−1 for

1 ≤ j ≤ J + 1.
Proof. We again denote x̃ = x[ν+1], x = x[ν]. It follows from (3.32) that

−αjxj+1 + x̃j − βj x̃j−1 = 0,(3.33)

where αj > 0, βj > 0 (due to the positivity assumption of the monitor function), and
αj + βj = 1. It follows from the above equation that

x̃j − xj+1 − βj(x̃j−1 − xj) = βj(xj − xj+1) ≤ 0,

which gives that

x̃j − xj+1 ≤
(

j∏
k=1

βk

)
(x̃0 − x1) =

(
j∏

k=1

βk

)
(x0 − x1) < 0.

The above result yields x̃j < xj+1, which, together with (3.32), also leads to x̃j >
x̃j−1.

If we can further show that x
[ν]
j ≤ x[ν+1]

j+1 for the Gauss–Seidel iteration (3.32),
then based on Lemma 3.2 the solution-updating scheme (3.9) together with the mesh-
redistribution scheme (3.32) will also satisfy the TVD property, i.e., TV(u[ν+1]) ≤
TV(u[ν]). However, it seems unlikely that x

[ν]
j ≤ x[ν+1]

j+1 holds for (3.32) in general sit-
uations. On the other hand, the combination of (3.9) and (3.32) has been employed
in our numerical experiments, and the numerical results are quite satisfactory. There-
fore, both (3.7) and (3.32) can be used in Step 2 of Algorithm 0 to redistribute grid
points. In most test problems considered in this work, the grid updating procedure at
each time step takes five full Gauss–Seidel iterations, although the difference between
solutions with three and five iterations is very small.

4. 2D algorithm. One of the advantages of the adaptive mesh methods de-
scribed in the last section is that they can be naturally extended to two dimensions.
In the following, we briefly discuss this extension, together with the boundary point
redistribution technique which is necessary for 2D mesh redistribution.

4.1. A conservative solution-updating method. In two dimensions, the log-
ical domain Ω̄c = {(ξ, η)|0 ≤ ξ ≤ 1, 0 ≤ η ≤ 1} is covered by the square mesh:{

(ξj , ηk)
∣∣∣ ξj = j

(Jx + 1)
, ηk =

k

(Jy + 1)
; 0 ≤ j ≤ Jx + 1, 0 ≤ k ≤ Jy + 1

}
.

Correspondingly, the numerical approximations to x = x(ξ, η) and y = y(ξ, η) are
denoted by xj,k = x(ξj , ηk) and yj,k = y(ξj , ηk). As in the 1D case, we will derive a
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A

j,k

j,k+1
j+1,k+1

j+1,k

j+1/2, k+1/2

Fig. 4.1. A control volume.

conservative scheme to evaluate approximate values at new grid points. Let Aj+ 1
2 ,k+ 1

2

be a control volume as shown in Figure 4.1. Let Ãj+ 1
2 ,k+ 1

2
denote the quadrangle of

the finite control volume with four vertices (x̃j+p,k+q, ỹj+p,k+q), 0 ≤ p, q ≤ 1, which
is of setup similar to Figure 4.1.

Assume that ũj+ 1
2 ,k+ 1

2
and uj+ 1

2 ,k+ 1
2
are cell averages of u(x, , y) over Ãj+ 1

2 ,k+ 1
2

and Aj+ 1
2 ,k+ 1

2
, respectively. As in the 1D case, we use the perturbation method

to evaluate the numerical approximation on the resulting new grids (x̃j,k, ỹj,k). If
(x̃, ỹ) = (x − cx(x, y), y − cy(x, y)), where we assume that the speeds (cx, cy) have
small amplitude, then we have∫

Ã
j+ 1

2
,k+ 1

2

ũ(x̃, ỹ) dx̃dỹ

=

∫
A

j+ 1
2
,k+ 1

2

u(x− cx, y − cy) det
(
∂(x̃, ỹ)

∂(x, y)

)
dxdy

≈
∫
A

j+ 1
2
,k+ 1

2

(u(x, y)− cxux − cyuy)(1− cxx − cyy) dxdy

≈
∫
A

j+ 1
2
,k+ 1

2

[u(x, y)− cxux − cyuy − cxxu− cyyu]dxdy

=

∫
A

j+ 1
2
,k+ 1

2

[u(x, y)− (cxu)x − (cyu)y]dxdy

=

∫
A

j+ 1
2
,k+ 1

2

u(x, y) dxdy −
[
(cnu)j+1,k+ 1

2
+ (cnu)j,k+ 1

2

]
(4.1)

−
[
(cnu)j+ 1

2 ,k+1 + (cnu)j+ 1
2 ,k

]
,

where we have neglected higher-order terms, cn := cxnx+ c
yny with (nx, ny) the unit

normal, and (cnu)j,k+ 1
2
and (cnu)j+ 1

2 ,k
denote the values of cnu at the correspond-

ing surfaces of the control volume Aj+ 1
2 ,k+ 1

2
. From (4.1), we obtain a conservative-

interpolation:

|Ãj+ 1
2 ,k+ 1

2
|ũj+ 1

2 ,k+ 1
2
= |Aj+ 1

2 ,k+ 1
2
|uj+ 1

2 ,k+ 1
2

−
[
(cnu)j+1,k+ 1

2
+ (cnu)j,k+ 1

2

]
−
[
(cnu)j+ 1

2 ,k+1 + (cnu)j+ 1
2 ,k

]
,(4.2)
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where |Ã| and |A| denote the areas of the control volumes Ã and A, respectively. It
can be verified that the above solution-updating scheme satisfies mass-conservation:∑

j,k

|Ãj+ 1
2 ,k+ 1

2
|ũj+ 1

2 ,k+ 1
2
=
∑
j,k

|Aj+ 1
2 ,k+ 1

2
|uj+ 1

2 ,k+ 1
2
.(4.3)

4.2. Solution procedure. The solution procedure of our adaptive mesh strat-
egy for two-dimensional hyperbolic problems is almost the same as that of Algorithm 0
provided in section 3.3. Some details of the steps used for our 2D algorithm are given
below.
Step i. Give an initial partition �z

[0]
j,k =

(
x

[0]
j,k, y

[0]
j,k

)
:= (xj,k, yj,k) of the physical do-

main Ωp and a uniform (fixed) partition of the logical domain Ωc, and com-

pute grid values u
[0]

j+ 1
2 ,k+ 1

2

by cell averaging the initial data u(x, y, 0) over the

control volume Aj+ 1
2 ,k+ 1

2
.

Step ii. For ν = 0, 1, 2, . . . , do the following:

(a) Move grid �z
[ν]
j,k = {(x[ν]

j,k, y
[ν]
j,k)} to �z[ν+1]

j,k = {(x[ν+1]
j,k , y

[ν+1]
j,k )} by solving

�zτ = (ω�zξ)ξ + (ω�zη)η with the conventional explicit scheme. This step can
be also done by solving (ω�zξ)ξ + (ω�zη)η = 0 with the following Gauss–Seidel
iteration:

αj+ 1
2 ,k

(
�z
[ν]
j+1,k − �z[ν+1]

j,k

)− αj− 1
2 ,k

(
�z
[ν+1]
j,k − �z[ν+1]

j−1,k

)
+ βj,k+ 1

2

(
�z
[ν]
j,k+1 − �z[ν+1]

j,k

)− βj,k− 1
2

(
�z
[ν+1]
j,k − �z[ν+1]

j,k−1

)
= 0(4.4)

for 1 ≤ j ≤ Jx and 1 ≤ k ≤ Jy, where

αj± 1
2 ,k

= ω
(
u

[ν]

j± 1
2 ,k

)
= ω

(
1
2 (u

[ν]

j± 1
2 ,k+ 1

2

+ u
[ν]

j± 1
2 ,k− 1

2

)
)
,

βj,k± 1
2
= ω

(
u

[ν]

j,k± 1
2

)
= ω

(
1
2 (u

[ν]

j+ 1
2 ,k± 1

2

+ u
[ν]

j− 1
2 ,k± 1

2

)
)
.

(b) Compute {u[ν+1]

j+ 1
2 ,k+ 1

2

} on the new grid using the conservative-interpolation

(4.2). The approximations for cx, cy, etc. are direct extensions of those defined
for the 1D case.
(c) Repeat the updating procedure (a) and (b) for a fixed number of iterations
(say, three or five) or until ‖�z[ν+1] − �z[ν]‖ ≤ ε.

Step iii. Evolve the underlying PDEs using 2D high-resolution finite volume meth-

ods on the mesh {(x[ν+1]
j,k , y

[ν+1]
j,k )} to obtain the numerical approximations

un+1
j+ 1

2 ,k+ 1
2

at the time level tn+1.

Step iv. If tn+1 ≤ T , then let u[0]

j+ 1
2 ,k+ 1

2

:= un+1
j+ 1

2 ,k+ 1
2

and (x
[0]
j,k, y

[0]
j,k) := (x

[ν+1]
j,k , y

[ν+1]
j,k ),

and go to Step ii.

4.3. Boundary redistribution. In many flow situations, discontinuities may
initially exist in boundaries or move to boundaries at a later time. As a consequence,
boundary point redistribution should be made in order to improve the quality of the
solution near boundaries. A simple redistribution strategy is proposed as follows.
(For convenience, our attention is restricted to the case in which the physical domain
Ωp is rectangular.) Assume that a new set of grid points {x̃j,k, ỹj,k} is obtained in
Ωp by solving the moving mesh equation (4.4). Then the speeds of the internal grid
point (xj,k, yj,k) are given by

(c1, c2)j,k := (x̃− x, ỹ − y)j,k for 1 ≤ j ≤ Jx, 1 ≤ j ≤ Jy.
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We assume that the points of the left and bottom boundaries are moving with the
same speed as the tangential component of the speed for the internal points adjacent
to those boundary points, namely,

(c1, c2)0,k = (0, c21,k), 1 ≤ j ≤ Jy,
(c1, c2)j,0 = (c1j,1, 0), 1 ≤ j ≤ Jx.

Thus new boundary points (x̃0,k, ỹ0,k) and (x̃j,0, ỹj,0) are defined by

(x̃, ỹ)0,k = (x, y)0,k + (c1, c2)0,k, 1 ≤ k ≤ Jy,
(x̃, ỹ)j,0 = (x, y)j,0 + (c1, c2)j,0, 1 ≤ j ≤ Jx.

The redistribution for other boundaries can be carried out in a similar way. Numerical
experiments show that the above procedure for moving the boundary points is useful
in improving the solution resolution.

5. Numerical experiments for 1D problems. In this section, we first imple-
ment our adaptive mesh methods presented in the last section for several 1D model
problems. One of the main advantages of Algorithm 0 is that the solution algorithm
(i.e., PDE solver) and the mesh redistribution algorithm are independent of each other.
Several solution schemes, such as the MUSCL-type finite volume method (3.16)–
(3.18), the second-order MUSCL-type gas-kinetic approach [38], and the second-order
central scheme [27], have been employed to evolve the underlying PDEs in Step 3 of
Algorithm 0. The results obtained by the three methods are in good agreement.

5.1. 1D example. Three examples will be considered in this subsection. All of
them have been used by several authors to test various numerical schemes.

Example 5.1. Burgers’ equation. This example is the inviscid Burgers’ equation

ut +

(
u2

2

)
x

= 0, 0 ≤ x ≤ 2π,(5.1)

subject to the 2π-periodic initial data

u(x, 0) = 0.5 + sin(x), x ∈ [0, 2π).
The solution propagates to the right, steepening until the critical time tc = 1,

at which a shock forms. Figure 5.1 shows the solutions at t = 2, when the shock
is well developed. Also shown in Figure 5.1 is the trajectory of the grid points up
to t = 2, obtained with J = 30 and J = 50. The ability of the adaptive mesh
method to capture and follow the moving shock is clearly demonstrated in this figure.
Some details in this example are the following: the monitor function used in the
computation is ω =

√
1 + 0.2|uξ|2; the number of Gauss–Seidel iterations used is 5;

the scheme for evolving Burgers’ equation is a (formally) second-order MUSCL finite
volume scheme (with the Lax–Friedrichs flux) together with a second-order Runge–
Kutta discretization; the CFL number used is 0.3.

In Table 5.1, L1-error and convergence rate are listed for t = 0.9 and t = 0.999. It
is observed that a second-order rate of convergence can be obtained for the adaptive
mesh method.

Example 5.2. Nonconvex conservation laws. Here we apply the adaptive mesh
algorithm to the Riemann problem of a scalar hyperbolic conservation law with a
nonlinear nonconvex flux:

ut + f(u)x = 0, f(u) =
1

4
(u2 − 1)(u2 − 4).(5.2)



502 HUAZHONG TANG AND TAO TANG

u -0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

0 1 2 3 4 5 6 t 0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0 1 2 3 4 5 6

u -0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

0 1 2 3 4 5 6 t 0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0 1 2 3 4 5 6

Fig. 5.1. Example 5.1. Left: numerical (“o”) and exact solutions (solid line) at t = 2. Right:
trajectory of the mesh for 0 ≤ t ≤ 2. Top: J = 30; and bottom: J = 50.

Table 5.1
Example 5.1: L1-error and convergence order at t = 0.9 and t = 0.999.

J 40 80 160 320

t = 0.9 4.73e-2 (–) 1.48e-2 (1.68) 3.76e-3 (1.98) 7.90e-4 (2.25)

t = 0.999 5.84e-2 (–) 1.85e-2 (1.67) 5.23e-3 (1.82) 1.33e-3 (1.98)

The initial data are u(x, 0) = −2sign(x).
The problem was also considered in [17]. In contrast with Burgers’ equation,

the flux function for this problem is nonconvex, which leads to difficulties with some
numerical schemes and so serves as a good test problem. The numerical solution at
t = 1.2 is shown for an adaptive mesh in Figure 5.2, with J = 30 and 50. Some details
in this example are the following: the monitor function used in the computation is ω =√
1 + |uξ|2; the number of Gauss–Seidel iterations is 5; the scheme for evolving (5.2)

is a (formally) second-order MUSCL finite volume scheme (with the Lax–Friedrichs
flux) together with a second-order Runge–Kutta discretization. It is seen that the
numerical solution gives sharp shock profiles.

Example 5.3. Euler equations of gas dynamics. In this example, we test our
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Fig. 5.2. Example 5.2. Left: numerical (“o”) and exact solutions (solid line) at t = 1.2. Right:
trajectory of the mesh for 0 ≤ t ≤ 1.2. Top: J = 30; and bottom: J = 50.

adaptive mesh algorithm with the one-dimensional Euler equations of gas dynamics, ρ
ρu
E


t

+

 ρu
ρu2 + p
u(E + p)


x

= 0,(5.3)

where ρ, u, p, and E are density, velocity, pressure, and total energy, respectively.
The above system is closed by the equation of state, p = (γ − 1)(E − ρu2/2). The
initial data are chosen as

(ρ, ρu,E) =

{
(1, 0, 2.5) if x < 0.5,
(0.125, 0, 0.25) if x > 0.5.

This is a well known test problem proposed by Sod [32]. The monitor function
employed for this computation is G = ωI with

ω =

√
1 + α1

(
uξ

maxξ |uξ|
)2

+ α2

(
sξ

maxξ |sξ|
)2

,(5.4)

where s = p/ργ , and the parameters αi (i = 1, 2) are some nonnegative constants.
The above monitor function was suggested by Stockie, Mackenzie, and Russell [33],
who also discussed several other choices for the monitor function. The numerical
results are obtained with J = 100, α1 = 20, α2 = 100 and are presented in Figure 5.3.
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Fig. 5.3. Example 5.3: adaptive mesh solution at t = 0.2. (a) density, (b) velocity, (c) pressure,
and (d) internal energy. “o” and solid lines denote numerical and exact solutions, respectively.
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Fig. 5.4. Example 5.3: trajectory of the grid points.

It is found that the contact and shock discontinuities are well resolved, although quite
a number of grid points are also moved to the rarefaction wave region. This can also
be observed from the mesh contour plotted in Figure 5.4.
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6. Numerical experiment for 2D problems. In this section, we will test our
adaptive mesh algorithm presented in section 3.3 for some 2D problems, including
2D Riemann problems, a double-Mach reflection problem, and flow past a circular
cylinder.

6.1. 2D grid generation. We begin by testing Step 2 of Algorithm 0, i.e.,
testing the mesh distribution part with given functions.

Example 6.1. 2D grid generation. We consider grid generation in the physical
domain [−1, 1]× [−1, 1] for the following functions:

u(x, y) = exp(−8(4x2 + 9y2 − 1)2),(6.1)

u(x, y) = exp(−100(y − x2 + 0.5)2),(6.2)

u(x, y) = 50exp(−2500(x2 + y2)),(6.3)

u(x, y) =

{
1 if |x| ≤ |y|,
0 otherwise.

(6.4)

The monitor function is taken as G = ωI with ω =
√
1 + αu2, with α = 100. Grid

generations based on the above functions have been investigated by many authors;
see e.g., [7, 21, 28]. Our results plotted in Figure 6.1 can be favorably compared with
published results. Our results indicate that Step 2 of Algorithm 0 for two dimensions
performs well for functions with large gradients or singularities.
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Fig. 6.1. Example 6.1: the adaptive meshes for (a) function (6.1), (b) function (6.2), (c) func-
tion (6.3), and (d) function (6.4).
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6.2. 2D examples for Euler equations of gas dynamics. In this subsec-
tion we consider some well known test examples in two dimensions, including three
Riemann problems and a double-Mach reflection problem.

Example 6.2. 2D Riemann problem I: Shock waves. Two-dimensional Euler
equations of gas dynamics can be written as

ρ
ρu
ρv
E


t

+


ρu

ρu2 + p
ρuv

u(E + p)


x

+


ρv
ρuv

ρv2 + p
v(E + p)


y

= 0,(6.5)

where ρ, (u, v), p, and E are the density, velocity, pressure, and total energy, respec-
tively. For an ideal gas, the equation of state, p = (γ − 1)(E − ρ(u2 + v2)/2), is
provided. The initial data are chosen as

(ρ, u, v, p) =


(1.1, 0.0, 0.0, 1.1) if x > 0.5, y > 0.5,
(0.5065, 0.8939, 0.0, 0.35) if x < 0.5, y > 0.5,
(1.1, 0.8939, 0.8939, 1.1) if x < 0.5, y < 0.5,
(0.5065, 0.0, 0.8939, 0.35) if x > 0.5, y < 0.5,

which corresponds to the case of left forward shock, right backward shock, upper
backward shock, and lower forward shock. We refer the readers to [19, 30] for details.

In [19], Lax and Liu computed 2D Riemann problems with various initial data
using positive schemes. The problem considered here corresponds to Configuration 4
discussed in their paper. We use our adaptive mesh algorithm with (Jx, Jy) = (50, 50)
and (Jx, Jy) = (100, 100) to compute this Riemann problem and display the mesh and
density at t = 0.25 in Figure 6.2. It is found that our results with Jx = Jy = 100 give
sharper shock resolution than that of the positive schemes with (Jx, Jy) = (400, 400)
(see [19, p. 333]). The monitor function used in this computation is G = ωI, with

ω =
√
1 + 2(ρ2ξ + ρ

2
η)x.

Example 6.3. 2D Riemann problem II: Contact discontinuities. We reconsider
Configurations 6 and 7 in Lax and Liu’s paper [19], whose solutions contain contact
discontinuities. The first configuration has initial data

(ρ, u, v, p) =


(1, 0.75, −0.5, 1) if x > 0.5, y > 0.5,
(2, 0.75, 0.5, 1) if x < 0.5, y > 0.5,
(1, −0.75, 0.5, 1) if x < 0.5, y < 0.5,
(3, −0.75, −0.5, 1) if x > 0.5, y < 0.5,

and the second configuration has initial data

(ρ, u, v, p) =


(1, 0.1, 0.1, 1) if x > 0.5, y > 0.5,
(0.5197, −0.6259, 0.1, 0.4) if x < 0.5, y > 0.5,
(0.8, 0.1, 0.1, 0.4) if x < 0.5, y < 0.5,
(0.5197, 0.1, −0.6259, 0.4) if x > 0.5, y < 0.5.

The adaptive mesh results for Configuration 6 at t = 0.3 and for Configuration 7
at t = 0.25 are displayed in Figure 6.3. The number of grid points are (Jx, Jy) =
(100, 100). It can be observed that the adaptive mesh results with Jx = Jy = 100 for
Configuration 7 are comparable with those obtained by using the positive schemes
with Jx = Jy = 400 (see [19, p. 334]). However, this seems not to be the case for the
results for Configuration 6. Although the resolution can be improved by using more
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Fig. 6.2. Example 6.2. The contours of the mesh (left) and the density (right). Top: Jx =
Jy = 50; and bottom: Jx = Jy = 100. 30 equally spaced contour lines are used for the density.

grid points, it is quite clear from this computation and Example 6.2 that the treatment
of contact discontinuities is less effective than the treatment of shocks. It is expected
that the monitor functions used in this paper are suitable for shock discontinuities
but may be less appropriate for contact discontinuities. Therefore, it requires further
investigation to obtain more effective monitor functions for contact discontinuities.

For this computation, the monitor function can be chosen as G = ωI, with ω =√
1 + α(ρ2ξ + ρ

2
η). It is found that in both cases if the parameter α is chosen in the

range [0.1, 1], then the efficiency and effectiveness of the adaptive mesh approach seem
satisfactory. The results in Figure 6.3 are obtained using α = 0.1 (for Configuration 6)
and α = 0.9 (for Configuration 7).

Example 6.4. The double-Mach reflection problem. This problem was studied
extensively in Woodward and Colella [37] and later by many others. We use exactly
the same setup as in [37], i.e., the same initial and boundary conditions and same so-
lution domain Ωp = [0, 4]× [0, 1]. Initially a right-moving Mach 10 shock is positioned
at x = 1

6 , y = 0 and makes a 60o angle with the x-axis. More precisely, the initial
data are

U =

{
UL for y ≥ h(x, 0),
UR otherwise,
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Fig. 6.3. Adaptive mesh results for Example 6.3 with 100×100 grid points. Top: Configuration
6; bottom: Configuration 7. Left: the adaptive mesh; Right: density. 19 equally spaced contour lines
are used for the density.

where the state on the left, the state on the right, and the shock strength are, respec-
tively,

UL = (8, 57.1597, −33.0012, 563.544)T ,
UR = (1.4, 0.0 0.0, 2.5)T , h(x, t) =

√
3(x− 1/6)− 20t.

As in [37], only the results in [0, 3]×[0, 1] are displayed. In Figure 6.4, the adaptive
meshes with (Jx, Jy) = (80, 20), (160, 40), and (320, 80) are displayed, while the cor-
responding contours of density are displayed in Figure 6.5. By comparing the density
plots, it is found that the adaptive computation results with (Jx, Jy) = (320, 80) have
similar resolution to the results obtained by the second-order discontinuous Galerkin
method with (Jx, Jy) = (960, 240) (see [10, p. 214]) and by the second-order central
scheme with (Jx, Jy) = (960, 240) (see [10, p. 67]). Moreover, the adaptive results
with (Jx, Jy) = (160, 40) have slightly better resolution than the results of fifth-order
weighted ENO and the fourth-order ENO with 480×119 grids [10, p. 406]. Of course,
this is not too surprising, since these published results are computed using uniform
meshes.
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Fig. 6.4. 2D double-Mach reflection at t = 0.2: the contours of meshes. From top to bottom:
(Jx, Jy) = (80, 20), (160, 40), and (320, 80).

We also show a blow up portion around the double-Mach region in Figure 6.6. In
our computations, we used 640 × 160 and 960 × 240 grid points. The corresponding
mesh contours in the blow up region are shown in Figure 6.7. The smallest ∆x and
∆y in these runs are listed in Tables 6.1 and 6.2. It is seen that ratios between the
largest and smallest mesh sizes in the adaptive grids are quite large (≥ 20), which is
a desired feature of the adaptive grid methods. The fine details of the complicated
structure in this region were previously obtained by Cockburn and Shu [9], who used
high-order discontinuous Galerkin (RKDG) methods with 960× 240 and 1920× 480
grid points. Although the moving mesh algorithm gives a good resolution in this blow
up portion, it is observed that, even with approximately the same number of grid
points (960 × 240), the third-order RKDG results [10, p. 216] have a slightly better
resolution of the complex structure. The monitor function used for this example is
taken as G = ωI, with ω =

√
1 + 0.125(ρ2ξ + ρ

2
η).
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Fig. 6.5. 2D double-Mach reflection at t = 0.2: the contours of density. From top to bottom:
(Jx, Jy) = (80, 20), (160, 40), and (320, 80). 30 equally spaced contour lines are used.

6.3. Example of a nonconvex physical domain. So far, the numerical ex-
amples in two dimensions have been restricted to rectangular domains. In the final
example, we consider a test problem whose domain is not even convex. In this case,
as long as the domain can be smoothly transformed to a rectangle, the adaptive mesh
algorithm can be handily applied.

Example 6.5. Flow past a cylinder. This example is concerned with the supersonic
flow past a cylinder with unit radius, which is positioned at the origin on an x-y plane.
The problem is initialized by a Mach 3 free-stream moving toward the cylinder from
the left. Since the physical domain Ωp is nonconvex, we first transform Ωp to a square

domain Ω̂c = [0, 1]× [0, 1] by using the following mapping:

x = −(Rx − (Rx − 1)x̂) cos(θ(2ŷ − 1)),
y = (Ry − (Ry − 1)x̂) sin(θ(2ŷ − 1)),

(6.6)
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Fig. 6.6. Double-Mach reflection problem: density ρ in blowup region around the double-Mach
stems. Top: (Jx, Jy) = (640, 160); bottom: (Jx, Jy) = (960, 240). 45 equally spaced contour lines
are used.

with Rx = 3, Ry = 5, and θ = 5π/12. A reflective boundary condition is imposed
at the surface of the cylinder, i.e., x̂ = 1; inflow boundary condition is applied at
x̂ = 0; and outflow boundary conditions are applied at ŷ = 0 and 1. We then solve
the problem in Ω̂c using the adaptive mesh algorithm, with a logical domain Ωc as
before. This procedure will lead to numerical solution in Ω̂c, and the mapping (6.6)
finally gives the numerical approximation in the physical domain Ωp.

We present an illustration of the mesh in the physical space and the pressure
contour in Figure 6.8, by using 30×40, 60×80, and 120×160 grid points. The monitor
function used for this example is taken as G = ωI with ω =

√
1 + 0.125(ρ2ξ + ρ

2
η).

As can be seen from these figures, the advantages of the adaptive mesh methods
are quite obvious. The shock location computed by our adaptive mesh algorithm is
approximately 0.703 (the distance between the shock curve and the surface of the
cylinder), which is in good agreement with the experimental results reported in [4].
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Fig. 6.7. Double-Mach reflection problem: the adaptive mesh in blowup region around the
double-Mach stems. Top: (Jx, Jy) = (640, 160); bottom: (Jx, Jy) = (960, 240).

Table 6.1
The smallest mesh size for the double-Mach reflection problem with 640 × 160 grid points.

min{∆x} max{∆x} max{∆x}/min{∆x}

∆x 6.5e-04 2.0e-02 30.8

∆y 4.8e-04 1.0e-02 20.8√
∆x2 + ∆y2 8.2e-04 2.0e-02 24.4

Acknowledgments. The authors thank Professors Chi-Wang Shu and Eitan
Tadmor for numerous discussions during the preparation of this work. We also thank
the referees for many helpful suggestions.
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Table 6.2
The smallest mesh sizes for the double-Mach reflection problem with 960 × 240 grid points.

min{∆x} max{∆x} max{∆x}/min{∆x}

∆x 4.3e-04 1.1e-02 25.6

∆y 3.1e-04 5.9e-03 19.0√
∆x2 + ∆y2 5.3e-04 1.2e-02 22.6
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