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Abstract. This paper considers the viscous approximations to conservation laws with nonconvex
flux function. It is shown that if the entropy solutions are piecewise smooth, then the rate of L1-
convergence is a fractional number in (0.5, 1]. This is in contrast to the corresponding result for
the convex conservation laws. Numerical experiments indicate that the theoretical prediction for the
convergence rate is optimal.
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1. Introduction. In this paper, we consider the initial value problem for non-
convex conservation laws

∂tu+ ∂xf(u) = 0, t > 0 , x ∈ R,(1.1)

which is subject to the initial condition prescribed at t = 0,

u(x, 0) = u0(x),(1.2)

where f ∈ C2. We shall investigate viscous approximations to the entropy solution of
(1.1):

∂tu
ε + ∂xf(u

ε) = ε∂xxu
ε(1.3)

subject to the initial data

uε(x, 0) = u0(x).(1.4)

In this work, we assume that f ′′(u) vanishes at a finite number of points. It is also
assumed that the entropy solution to (1.1) and (1.2) is piecewise smooth with finitely
many shock discontinuities. The existence and uniqueness of the solutions to (1.1) in
the class of piecewise smooth weak solutions were studied by Ballou [1].

When the flux f is convex, the solution structure for (1.1) and (1.2) has been
obtained; see, e.g., Lax [10] and Dafermos [2]. If f has inflection points, then the
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situation is more complicated. In this case, some analysis for the solution structure
and asymptotic behavior has been done; see, e.g., Dafermos [3], Liu [11], and Zumbrun
[32]. However, we are still far from having a complete understanding of this general
case, since the geometric structure of the solution, when f changes convexity, is much
more complicated due to the presence of contact discontinuities, and there is a large
variety of asymptotic states.

The asymptotic convergence of solutions to the viscous problem (1.3) and (1.4)
to the corresponding discontinuous solutions of the inviscid problem (1.1) and (1.2)
has been the main driving force for the mathematical theory of shock waves from
both theoretical and numerical points of view. Substantial progress has been made
in the past in this regard (see [29, 20] and the references therein), pioneered by Hopf,
Lax [10], Oleinik [18], and Krushkov [7], to name a few. For BV entropy solutions,
Kuznetsov [8] was the first to establish the half-order rate of L1-convergence for
viscosity approximation and monotone schemes. It was proved by Tang and Teng
[25] that this half-order rate of convergence is optimal in the BV solution class;
see also Sabac [19]. However, for convex conservation laws with piecewise smooth
solutions the L1-convergence rate can be improved to first-order; see, e.g., Teng and
Zhang [27] for the monotone scheme, Tang and Teng [24] for viscosity approximation,
and Teng [26] for the relaxation method. The basic method in obtaining the first-
order rate of convergence is the matching asymptotic method developed by Goodman
and Xin [5] and Liu and Xin [14]. One of the key ingredients in this method is the
nonlinear large asymptotic stability of viscous shock profiles. For systems of viscous
conservation laws, this stability theory has been extensively studied in the past decade.
Important progress has been made by Goodman [4], Matsumura and Nishihara [16],
Liu [12], and Szepessy and Xin [21]; see also some recent new approaches by Howard
and Zumbrun [6], Liu [13], and Kreiss and Kreiss [9]. In particular, convergence
with a rate to viscous shock profiles was obtained by Liu [13] by using a pointwise
estimate for the approximate Green’s function. Even in the case of nonconvex fluxes,
the nonlinear large time asymptotic stability has been established for some special
systems; see, e.g., [15] and [17]. The convergence of viscous solutions to piecewise
smooth solutions for general systems was established by Goodman and Xin [5]; see
also [31] for a recent improvement. For the convergence of viscous solutions in the
presence of physical boundaries, we refer to [30] and the references therein. We also
point out that there are some first-order pointwise convergence results for viscous
approximations to convex conservation laws; see, e.g., Tadmor and Tang [22, 23], who
used the energy method with some bootstrap extrapolation technique. It is proved
in [24] that, for convex conservation laws whose entropy solution consists of finitely
many discontinuities, the L1-error between the viscosity solution uε and its inviscid
limit u is bounded by O(ε| ln ε|). If neither central rarefaction waves nor spontaneous
shocks occur, the error bound is improved to O(ε); see also [28]. In this work, we
will show that for nonconvex conservation laws, the L1-error between the viscosity
solution and its inviscid limit is bounded by O(εα| ln ε|), where 1

2 < α ≤ 1, even in the
piecewise smooth solution class. The constant α is determined by the index numbers
of shock curves to be defined in the next section. Based on the form of the flux
function, the rate α can be any number between 1

2 and 1. This result suggests that
for the viscous approximations the L1-convergence rate of the nonconvex conservation
laws is substantially different from that of the convex ones.

We close the introduction by outlining the rest of the paper. In the next section,
we give some preliminaries, define an index number for a shock discontinuity, and list
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some properties of the index number. In section 3, we state our main convergence
theorem, whose proof occupies section 4 to section 8. Finally, in section 9 numerical
experiments are performed to verify the theoretical estimates.

2. Piecewise smooth solution. Throughout this paper, we assume that the
entropy solution of (1.1) and (1.2) is piecewise smooth, with finitely many shock
discontinuities. More precisely, we can divide the given time interval [0, T ] into finite
intervals {[tm−1, tm]}Mm=1 such that in each interval [tm−1, tm] the entropy solution
is a finite combination of the cases plotted in Figures 1 and 2 (demonstrated in the
case with three inflection points for f(u)). Thus, if we denote by S(t) the set of the
discontinuous curve of u(·, t) in the time interval [tm−1, tm], then it consists of finitely
many shocks:

S(t) := {(x, t) |x = Xk(t), 1 ≤ k ≤ K; tm−1 ≤ t ≤ tm},

where Xk(t) < Xk+1(t) for t ∈ (tm−1, tm). It is understood that u is smooth with
bounded limits u(Xk(t)± 0, t) (denote by u±

k (t)) and ux(Xk(t)± 0, t). For simplicity,
we will not consider the newly formed shock wave here, although this case was inves-
tigated extensively in [24]. As a consequence, we always have u+

k (t)− u−
k (t) 
= 0. For

ease of notation we omit the dependence of S(t), Xk(t), and K on m. Each of the
noncontact shocks Xk(t), plotted in Figure 1, satisfies the Rankine–Hugoniot and the
Lax conditions

X ′
k(t) = σ(u+

k (t), u
−
k (t)) :=

f(u+
k (t))− f(u−

k (t))

u+
k (t)− u−

k (t)
,(2.1)

a(u−
k (t)) > X ′

k(t) > a(u+
k (t)), where a(v) := f ′(v).(2.2)

Each of the contact shocks Xk(t), plotted in Figure 2, satisfies the Rankine–Hugoniot
and the contact conditions

X ′
k(t) = σ(u+

k (t), u
−
k (t)),(2.3)

a(u−
k (t)) > X ′

k(t) = a(u+
k (t)), and/or(2.4)

a(u−
k (t)) = X ′

k(t) > a(u+
k (t)).(2.5)

We now define index numbers β±
k for a shock curve x = Xk(t):

1. If X ′
k(t) > a(u+

k ), then the index number β+
k = 0.

2. If X ′
k(t) = a(u+

k ) and there exists a positive number β > 0 such that

|a(u+
k )− a(u)| ∼ |u+

k − u|β as u → u+
k ,(2.6)

then the index number β+
k = β. In (2.6), the notation “ ∼ ” means equiv-

alence. More precisely, g(u) ∼ h(u) as u → c means that there exists a
constant D > 0 such that D−1h ≤ g ≤ Dh as u → c.

3. Similarly, we can define β−
k for the shock curve x = Xk(t).

The following result gives a rule for calculating the index number.
Theorem 2.1. If f(u) ∈ Cr(R), σ(u+

k , u
−
k ) = a(u+

k ), the derivative of a(u) is
zero at u = u+

k up to (r − 1)th order but a(r)(u+
k ) 
= 0, then β+

k = r.
Proof. Applying Taylor’s theorem to a(u) gives

a(u)− a(u+
k ) =

1

r!
a(r)(u+

k )(u− u+
k )

r + o(|u− u+
k |r).
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Fig. 1. Illustration of noncontact shocks: Thin lines are characteristics, and thick ones are
noncontact shock curves. Here characteristics come into shocks from both sides.
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Fig. 2. Illustration of contact shocks: Thin lines are characteristics, and thick ones are contact
shock curves. Here characteristics are tangent to shocks at least in one side.

This means that |a(u)− a(u+
k )| ∼ |u−u+

k |r as u → u+
k . Therefore, it follows from the

definition (2.6) that β+
k = r.

The following result is an immediate consequence of the above theorem.
Corollary 2.1. If f ′′(u) has only a finite number of zero points, then the index

number can take only a finite number of values.
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Example 2.1. Let f(u) = u2m+1. Assume the entropy solution is of the form

u(x, t) =

{
u− for x < σ(u+, u−)t,
u+ for x ≥ σ(u+, u−)t,

(2.7)

where u− > 0 is a given number, and u+ < 0 is the solution of the equation
σ(u+, u−) = a(u+). In other words, u+ is determined by

2m∑
s=0

(u+)
2m−s(u−)s = (2m+ 1)(u+)

2m.

It is easy to show that a(u−) > σ(u+, u−) = a(u+), and hence β− = 0. Since
a′(u+) > 0, it follows from Theorem 2.1 that β+ = 1.

Example 2.2. If f(u) = (1− u)p(1 + u)q with p ≥ 1, q ≥ 1, and p+ q > 2 and an
entropy solution is given by

u(x, t) =

{ −1, x < 0,
+1, x ≥ 0,

(2.8)

then the curve x = X(t) = 0 is a contact shock with σ(1,−1) = a(1) = a(−1), and
the index numbers are β+ = p− 1 and β− = q − 1.

3. Main theorem. In this section, the main result of this paper presented; its
proof will be given in the next few sections.

Theorem 3.1. Let f ∈ C2 and assume that f ′′ may change its sign at most at
a finite number of points. Let u be the piecewise smooth entropy solution of (1.1)–
(1.2) with finitely many shock discontinuities, and let uε be the viscosity solution of
(1.3)–(1.4). Then the following error estimates hold for any 0 < t ≤ T :

‖uε(·, t)− u(·, t)‖L1(R) ≤
{

C(T )ε| ln ε| for β̄ < 1,

C(T )ε(1+1/β̄)/2| ln ε| for β̄ ≥ 1,
(3.1)

where β̄ = max0≤t≤T β(t), β = max{β+, β−}, β± = maxk{β±
k }, and β±

k are index
numbers defined by (2.6).

The above theorem will be established by using a matched asymptotic analysis,
a stability lemma, and some detailed analysis for the traveling wave solution. The
stability lemma to be used is valid only for the scalar conservation laws, which makes
the present analysis much simpler than the system case. For the hyperbolic system,
Goodman and Xin [5] constructed high-order approximations in obtaining a local
first-order rate of convergence for the viscous approximations.

In the analysis of this work, we have to deal with the L1 estimate of piecewisely
continuous functions, some of which involve derivatives of some other piecewisely
continuous functions; see, e.g., (7.10). In order to avoid confusion, we define the
L1-norm for a piecewisely smooth function q by

‖q(·)‖pis(R) =

I+1∑
i=1

‖q(·)‖L1(Yi−1, Yi),

where Yi, with Y0 := −∞ and YI+1 := ∞, are all the possible discontinuous points of
q(x). The proof of the following stability lemma can be found in [24].
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Lemma 3.1. Let uε be the viscous solution of (1.3)–(1.4). Let vε ∈ C(R×[0, T ]) be
a piecewisely smooth function with jumps in the derivative in the set A = {(x, t) |x =
Yi(t), 1 ≤ i ≤ I}. If vε satisfies

∂tv
ε + ∂xf(v

ε) = ε∂xxv
ε + g(x, t)(3.2)

everywhere except on the set A, then for any 0 ≤ τ < t ≤ T

‖uε(·, t)− vε(·, t)‖L1(R) ≤ ‖uε(·, τ)− vε(·, τ)‖L1(R)

+ ε

I∑
i=1

∫ t

τ

∣∣∣ [∂xvε(x, t)] |x=Yi(t)

∣∣∣dt+ ∫ t

τ

‖g(·, t)‖pis(R)dt,

where the jumps are defined by

[w(x, t)]|x=Y (t) := w(Y (t) + 0, t)− w(Y (t)− 0, t).

Remark 3.1. It will be seen in sections 7 and 8 that g(x, t) in (3.2) may involve
some derivatives of a discontinuous function, so we use the norm ‖ • ‖pis(R) to define
its L1-norm.

It follows from Theorem 3.1 that both first-order and fractional-order rates of
convergence may occur for nonconvex conservation laws, which is in contrast with that
for the convex conservation laws. We will demonstrate this fact with the following
examples.

Example 3.1. Let f(u) = u2m+1. If the entropy solution u(x, t) is defined by
(2.7), then it follows from Example 2.1 and Theorem 3.1 that

‖uε(·, t)− u(·, t)‖L1(R) ≤ C(T )ε| ln ε|.(3.3)

Example 3.2. Let f(u) = (1−u)p(1+u)q, with s := max(p, q) ≥ 1. If the entropy
solution u(x, t) is defined by (2.8), then it follows from Example 2.2 and Theorem 3.1
that

‖uε(·, t)− u(·, t)‖L1(R) ≤
{

C(T )ε| ln ε| for 1 ≤ s ≤ 2,

C(T )ε
s

2(s−1) | ln ε| for s > 2.
(3.4)

4. Traveling wave solution of viscous equation. Our construction of an ap-
proximation solution is based on some detailed properties of viscous shock profiles for
(1.3), whose nonlinear asymptotic stability was studied by Matsumura and Nishihara
[15]. We will summarize some of their results in this section, which will be used in
our error analysis. Some results not obtained in [15] can be derived by using the
techniques developed in [24]. Let

uε(x, t) = V ε(x− σt;u+, u−),(4.1)

which is subject to the boundary conditions

V ε(ξ;u+, u−) → u± as ξ → ±∞.

If V ε(x−σt;u+, u−) satisfies (1.3), then it is called a traveling wave solution of (1.3).
Applying the solution from (4.1) to (1.3) gives

εV ε
ξξ = −σV ε

ξ + f(V ε)ξ.(4.2)
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Integrating the above equation over (−∞, ξ) gives

εV ε
ξ = −σ(V ε − u−) + f(V ε)− f(u−).(4.3)

It is easy to show by rescaling η = ξ/ε that V ε(ξ;u+, u−) = V 1(ξ/ε;u+, u−). In
the following we will use the notation V (η;u+, u−) to denote V 1(η;u+, u−). We also
denote by V (η; a, b)a and V (η; a, b)b the partial derivatives of V with respect to a and
b, respectively. Note that V ε(ξ;u+, u−) = V (ξ/ε;u+, u−), which satisfies

V ′ = −σ(V − u−) + f(V )− f(u−).(4.4)

It is well known that a necessary and sufficient condition for the existence of a traveling
wave solution is that the constants u± and σ satisfy the Rankine–Hugoniot condition

−σ(u+ − u−) + f(u+)− f(u−) = 0(4.5)

and the entropy condition

Φ(u;u+, u−) =: −σ(u− u±) + f(u)− f(u±)
{

< 0 if u+ < u < u−,
> 0 if u− < u < u+.

(4.6)

Lemma 4.1. Let u± and σ satisfy (4.5)–(4.6) and

|Φ(u;u+, u−)| ∼ |u− u±|1+β± as u → u±(4.7)

with β± ≥ 0. Then there exists V (η;u+, u−), unique up to a shift, which is determined
by the ordinary differential equation (4.4). Moreover, for k = 1, 2

1. if β± = 0, then f ′(u+) < σ < f ′(u−) and for η → ±∞
|V (η;u+, u−)−H(η;u+, u−)| ∼ exp(−c|η|),
|V (k)(η;u+, u−)| ∼ exp(−c|η|),(4.8)

|V (η;u+, u−)u± − 1| ∼ exp(−c|η|),
where H(η;u+, u−) is the Heaviside function satisfying H = u+ for η > 0
and H = u− for η < 0;

2. if β+ > 0, then σ = f ′(u+) and for η → +∞
|V (η;u+, u−)− u+| ∼ |η|−1/β+ ,

|V (k)(η;u+, u−)| ∼ |η|−1/β+−k,(4.9)

|V (η;u+, u−)u+ − 1| ∼ |η|−1/β+ ;

3. if β− > 0, then σ = f ′(u−) and for η → −∞
|V (η;u+, u−)− u−| ∼ |η|−1/β− ,

|V (k)(η;u+, u−)| ∼ |η|−1/β−−k,(4.10)

|V (η;u+, u−)u− − 1| ∼ |η|−1/β− .

Proof. For completeness, we briefly outline the proof for this lemma. It follows
from (4.4) that V (η;u+, u−) can be defined implicitly by

η =

∫ V

(u++u−)/2

Φ(v;u+, u−)−1dv.(4.11)
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The proof of this lemma is mainly based on the above definition and the assumption
(4.7). Here we show only some of the estimates in (4.9); other estimates can be
obtained similarly. The assumption (4.7) implies

D−1|v − u−|1+β− |v − u+|1+β+ ≤ |Φ(v;u+, u−)| ≤ D|v − u−|1+β− |v − u+|1+β+ ,

where D > 0 is a constant. It follows from the above inequalities and (4.11) that, for
η > 0,

D−12−(1+β−)

∣∣∣∣ 2

u− − u+

∣∣∣∣(1+β−)
∣∣∣∣∣
∫ V

(u++u−)/2

(v − u+)
−1−β+dv

∣∣∣∣∣
≤ η ≤ D

∣∣∣∣ 2

u− − u+

∣∣∣∣(1+β−)
∣∣∣∣∣
∫ V

(u++u−)/2

(v − u+)
−1−β+dv

∣∣∣∣∣ .
Solving the above inequalities for V gives

∣∣∣∣u+ − u−
2

∣∣∣∣
(
1 +D2(1+β−)

∣∣∣∣u+ − u−
2

∣∣∣∣1+β++β−

β+η

)−1/β+

≤ |V − u+| ≤
∣∣∣∣u+ − u−

2

∣∣∣∣
(
1 +D−1

∣∣∣∣u+ − u−
2

∣∣∣∣1+β++β−

β+η

)−1/β+

.

This proves the first estimate in (4.9). It is easy to show that as η → +∞

|V ′(η;u+, u−)| = |Φ(V ;u+, u−)| ∼ |V − u+|1+β+

∼ |η|−1/β+(1+β+) = |η|−1/β+−1.

Thus the second estimate in (4.9) follows.
Corollary 4.1. If (4.7) holds and β± > 0, then

|a(u)− a(u±)| ∼ |u− u±|β± as u → u±.(4.12)

Corollary 4.2. Under the same assumptions as in Lemma 4.1, the following
results hold:

1. If β± = 0, then ∀η ∈ R and k = 1, 2

|V (η;u+, u−)−H(η;u+, u−)| ≤ C exp(−c|η|),(4.13)

|V (k)(η;u+, u−)| ≤ C exp(−c|η|).

2. If β+ > 0, then ∀η ∈ R+ and k = 1, 2

|V (η;u+, u−)− u+| ≤ C(1 + |η|)−1/β+ ,(4.14)

|V (k)(η;u+, u−)| ≤ C(1 + |η|)−1/β+−k.

3. If β− > 0, then ∀η ∈ R− and k = 1, 2

|V (η;u+, u−)− u−| ≤ C(1 + |η|)−1/β− ,(4.15)

|V (k)(η;u+, u−)| ≤ C(1 + |η|)−1/β−−k.
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4. If β± > 0, then ∀η ∈ R∣∣V (η;u+, u−)u+ u̇+ + V (η;u+, u−)u− u̇− −H(η; u̇+, u̇−)
∣∣(4.16)

≤ C(1 + |η|)−1/β ,

where β = max{β−, β+} and ẇ = w′(t).
Remark 4.1. It is noted that the constant C in the above inequalities depends

on |u+ − u−|−1. Since it is assumed that u+
k (t) − u−

k (t) 
= 0 on all [tm−1, tm], C can
be regarded as a constant uniform with respect to both t ∈ [0, T ] and k = 1, . . . ,K.

5. Construction of an approximate solution. In this section, we construct
an approximate solution ûε to u and uε by using the method of matching asymptotic
expansions. As in [5] and [24], the main idea of constructing ûε is that ûε is a small
perturbation of u in the smooth region that posseses a viscous shock profile in places
of discontinuities. We begin with the simpler case of one single shock.

5.1. An approximation to u and uε with one shock. Assume that there
is only one shock curve x = X1(t) in the entropy solution u(x, t) in the time inter-
val [tm−1, tm]. We construct a continuous approximate solution ûε to u and uε in
[tm−1, tm],

ûε(x, t) = m

(
x−X1(t)

εγ

)
I(x, t) +

(
1−m

(
x−X1(t)

εγ

))
O(x, t),(5.1)

where

I(x, t) = u(x, t) + V

(
x−X1(t)

ε
;u+(t), u−(t)

)
(5.2)

− H

(
x−X1(t)

ε
;u+(t), u−(t)

)
,

O(x, t) = u(x, t)(5.3)

are called first-order inner and outer solutions, respectively, u±(t) = u(X1(t) ± 0, t),
H(ξ;u+, u−) is the Heaviside function, 0 < γ < 1 is a constant to be determined later,
m(ξ) ∈ C∞(R) satisfying 0 ≤ m(ξ) ≤ 1, and

m(ξ) =

{
1, |ξ| ≤ 1,
0, |ξ| ≥ 2.

(5.4)

The approximate solution can also be written in an equivalent form:

ûε(x, t) = u(x, t) +m

(
x−X1(t)

εγ

)(
V −H

)(x−X1(t)

ε
;u+(t), u−(t)

)
.(5.5)

The following lemma shows that ûε is a good approximation to u in the L1 space.
Lemma 5.1. Assume that there is only one shock curve x = X1(t) for the entropy

solution u(x, t) in the time interval [tm−1, tm]. Then, for any t ∈ [tm−1, tm],

‖ûε(·, t)− u(·, t)‖L1(R) ≤
{

Cε, β̄ < 1,

Cεγ+(1−γ)/β̄ |ln ε|, β̄ ≥ 1,
(5.6)

where β̄ = maxt β(t) and β = max{β+
1 , β−

1 }.
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Proof. It follows from (5.5) and (5.4) that

‖ûε(·, t)− u(·, t)‖L1(R)

=

∫ 0

−2εγ
+

∫ 2εγ

0

m
( x

εγ
;u+(t), u−(t)

) ∣∣∣(V −H)
(x
ε
;u+(t), u−(t)

)∣∣∣ dx
=: I− + I+.

Using the change of variables ξ = x/ε and the estimate (4.14), we have for 0 < β+
1 ≤ 1

that

I+ = ε

∫ 2ε−1+γ

0

m(ε1−γξ)|V (ξ;u+, u−)−H(ξ;u+, u−)|dξ(5.7)

= Cε

∫ 2ε−1+γ

0

(1 + |ξ|)−1/β+
1 dξ ≤

{
Cε, 0 < β+

1 < 1,
Cε| ln ε|, β+

1 = 1.

On the other hand, for β+
1 > 1 using the change of variables ξβ

+
1 = x/ε gives

I+ = β+
1 ε

∫ 2
1/β

+
1 ε

−(1−γ)/β
+
1

0

m
(
ε1−γξβ

+
1

)∣∣∣(V −H)
(
ξβ

+
1 ;u+, u−

)∣∣∣ξβ+
1 −1dξ

≤ Cε1−(1−γ)(β+
1 −1)/β+

1

∫ 2
1/β

+
1 ε

−(1−γ)/β
+
1

0

(1 + |ξ|β+
1 )−1/β+

1 dξ

≤ Cε1−(1−γ)(β+
1 −1)/β+

1 | ln ε|.(5.8)

It follows from the above results that

I+ ≤


Cε, 0 < β+
1 < 1,

Cε| ln ε|, β+
1 = 1,

Cε1−(1−γ)(β+
1 −1)/β+

1 | ln ε|, 1 < β+
1 .

(5.9)

Similarly, we can obtain the estimates for I−:

I− ≤


Cε, 0 < β−
1 < 1,

Cε| ln ε|, β−
1 = 1,

Cε1−(1−γ)(β−
1 −1)/β−

1 | ln ε|, 1 < β−
1 .

(5.10)

Combining the estimates for I+ and I− gives the desired result (5.6).
We can also estimate the difference between ûε and uε. The result will be given

below, but its proof will be deferred to section 7.
Lemma 5.2. Assume that there is only one shock curve x = X1(t) for the entropy

solution u(x, t) in the time interval [tm−1, tm]. Then, for any t ∈ [tm−1, tm],

‖ûε(·, t)− uε(·, t)‖L1(R)(5.11)

≤ ‖ûε(·, tm−1)− uε(·, tm−1)‖L1(R) + Cε(1−γ)(β̄+1)/β̄ + Cεγ+(1−γ)/β̄ .

5.2. An approximation to u and uε with two shocks. Assume that in the
time interval [tm−1, tm] there exist two shock curves x = X1(t) and x = X2(t) for
the entropy solution u(x, t) which either collide at t = tm, i.e., X1(tm) = X2(tm),
or at t = tm−1, i.e., X1(tm−1) = X2(tm−1). We construct a continuous approximate
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solution ûε to u and uε in [tm−1, tm] by using the method of matching asymptotic
expansions:

ûε(x, t) = m

(
x−X1(t)

εγ

)
I1(x, t) +

(
1−m

(
x−X1(t)

εγ

))
O1(x, t)(5.12)

+ m

(
x−X2(t)

εγ

)
I2(x, t) +

(
1−m

(
x−X2(t)

εγ

))
O2(x, t),

where

Ii(x, t) = u(x, t) + (V −H)

(
x−Xi(t)

ε
;ui+(t), ui−(t)

)
, i = 1, 2,(5.13)

Oi(x, t) = u(x, t), i = 1, 2,(5.14)

are the first-order inner and outer solutions, respectively. Here, ui±(t) = u(Xi(t) ±
0, t), H(ξ;u+, u−) is the Heaviside function, γ is a constant to be determined later.
This approximation can be also written in an equivalent form:

ûε(x, t) = u(x, t) +m

(
x−X1(t)

εγ

)
(V −H)

(
x−X1(t)

ε
;u1+(t), u1−(t)

)
+ m

(
x−X2(t)

εγ

)
(V −H)

(
x−X2(t)

ε
;u2+(t), u2−(t)

)
.(5.15)

Lemma 5.3. Assume that in the time interval [tm−1, tm] there exist two shock
curves x = X1(t) and x = X2(t) for the entropy solution u(x, t) which either collide
at t = tm or at t = tm−1. Then, for any t ∈ [tm−1, tm],

‖ûε(·, t)− u(·, t)‖L1(R) ≤
{

Cε, β̄ < 1,

Cεγ+(1−γ)/β̄ |ln ε|, β̄ ≥ 1,
(5.16)

where β̄ = maxt β(t) and β = max{β+
1 , β−

1 , β+
2 , β−

2 }.
Lemma 5.4. Assume that in the time interval [tm−1, tm] there exist two shock

curves x = X1(t) and x = X2(t) for the entropy solution u(x, t) which either collide
at t = tm or at t = tm−1. Then, for any t ∈ [tm−1, tm],

‖ûε(·, t)− uε(·, t)‖L1(R)(5.17)

≤ ‖ûε(·, tm−1)− uε(·, tm−1)‖L1(R) + Cε(1−γ)(β̄+1)/β̄ + Cεγ+(1−γ)/β̄ + Cε2γ .

The proof of Lemma 5.3 is similar to that of Lemma 5.1 and will be omitted here.
We defer the proof of Lemma 5.4 to section 8.

6. Proof of main theorem. We will prove Theorem 3.1 by considering only
the case β̄ ≥ 1, i.e., the nonconvex case; the convex result was obtained in [24]. Recall
that it is assumed in each time interval [tm−1, tm] the entropy solution u is a finite
combination of some noncontact shocks, contact shocks, etc. Theorem 3.1 will be
established by induction on m. Namely, we will prove

‖u(·, tm)− uε(·, tm)‖L1(R) ≤
{

C(T )ε| ln ε| for β̄ < 1,

C(T )ε(1+1/β̄)/2| ln ε| for β̄ ≥ 1
(6.1)

under the induction assumption

‖u(·, tm−1)− uε(·, tm−1)‖L1(R) ≤
{

C(T )ε| ln ε| for β̄ < 1,

C(T )ε(1+1/β̄)/2| ln ε| for β̄ ≥ 1.
(6.2)
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The induction assumption holds for m = 1 due to the fact u(x, 0) = uε(x, t). Observe
that

‖u(·, tm)− uε(·, tm)‖L1(R)(6.3)

≤ ‖u(·, tm)− v̂ε(·, tm)‖L1(R) + ‖v̂ε(·, tm)− uε(·, tm)‖L1(R).

It follows from Lemmas 5.1 and 5.3 that

‖u(·, tm)− v̂ε(·, tm)‖L1(R) ≤ Cεγ+(1−γ)/β̄ | ln ε|.(6.4)

On the other hand, Lemmas 5.2 and 5.4 imply that

‖v̂ε(·, tm)− uε(·, tm)‖L1(R)(6.5)

≤ ‖v̂ε(·, tm−1)− uε(·, tm−1)‖L1(R) + Cε(1−γ)(β̄+1)/β̄ + Cεγ+(1−γ)/β̄ + Cε2γ .

Using the induction assumption (6.2) and (6.3)–(6.5) gives

‖u(·, tm)− uε(·, tm)‖L1(R)

≤ Cεγ+(1−γ)/β̄ | ln ε|+ Cε(1+1/β̄)/2| ln ε|+ Cε(1−γ)(β̄+1)/β̄ + Cεγ+(1−γ)/β̄ + Cε2γ .

Setting γ = 1/2 in the above estimate leads to (6.1), which completes the induction
proof.

7. Proof of Lemma 5.2. The main tool for establishing Lemma 5.2 is the
stability lemma, Lemma 3.1. Let vε = ûε as defined by (5.1). Then vε satisfies (3.2)
on its smooth region {(x, t) : x 
= X1(t)}, with

g(x, t) = ut + (m(V −H))t + f(u+m(V −H))x − ε(uxx + (m(V −H))xx)

= −a(u)ux +mt(V −H)−mV ′ Ẋ1(t)

ε
+m(V −H)u+

u̇+ +m(V −H)u− u̇−

+ (a(u+m(V −H))

(
ux +mx(V −H) +mV ′ 1

ε

)
− ε

(
uxx +mxx(V −H) + 2mxV

′ 1
ε
+mV ′′ 1

ε2

)
.

It follows from Lemma 3.1 that, for any t ∈ [tm−1, tm],

‖ûε(·, t)− uε(·, t)‖L1(R)(7.1)

≤ ‖ûε(·, tm−1)− uε(·, tm−1)‖L1(R)

+ ε

∫ t

tm−1

∣∣∣ [∂xûε(x, t)] |x=X1(t)

∣∣∣dt+ ∫ t

tm−1

‖g(·, t)‖pis(R)dt

≤ ‖ûε(·, tm−1)− uε(·, tm−1)‖L1(R) + Cε+

∫ t

tm−1

‖g(·, t)‖pis(R)dt,

where we have used the facts that [∂xû
ε(x, t)] |x=X1(t) = [ux(x, t)] |x=X1(t) and the

limits of ux(X(t)± 0, t) are uniformly bounded on [tm−1, tm]. We now claim that g is
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sufficiently small such that ûε satisfies (1.3) approximately. To this end, we rewrite g
as follows:

g(x, t) = m
((

a(u+m(V −H))− Ẋ1(t)
)
V ′ − V ′′

)
ε−1

+
(
a(u+m(V −H))− a(u)

)
ux

+
((

a(u+m(V −H))− Ẋ1(t)
)
m′ −m′′ε1−γ

)
ε−γ(V −H)

− 2m′ε−γV ′ − εuxx +m(V −H)u+
u̇+ +m(V −H)u− u̇−

=
(
a(u+m(V −H))− Ẋ1(t)

) (
mV ′ε−1 + ux +m′(V −H)ε−γ

)
− mV ′′ε−1 + (Ẋ1(t)− a(u))ux −m′′(V −H)ε1−2γ − 2m′ε−γV ′ − εuxx

+ m
(
Vu+ u̇+ + Vu− u̇− −H

(
x−X1(t); u̇+(t), u̇−(t)

))
.

Using the traveling wave equation V ′′ = (a(V )− Ẋ1(t))V
′ gives

g(x, t) =
(
a(u+m(V −H))− a(V )

)
mV ′ε−1(7.2)

+
(
a(u+m(V −H))− Ẋ1(t)

) (
ux +m′(V −H)ε−γ

)
+ (Ẋ1(t)− a(u))ux −m′′(V −H)ε1−2γ − 2m′ε−γV ′ − εuxx

+ m
(
Vu+ u̇+ + Vu− u̇− −H

(
x−X1(t); u̇+(t), u̇−(t)

))
.

Without loss of generality, we will consider only contact shock curves, i.e., β±
1 ≥ 1.

The assumption β±
1 ≥ 1 implies that Ẋ1(t) = a(u±), which leads to

g(x, t) =
(
a(u+m(V −H))− a(V )

)
mV ′ε−1(7.3)

+
(
a(u+m(V −H))− a(u±)

) (
ux +m′(V −H)ε−γ

)
+ (a(u±)− a(u))ux −m′′(V −H)ε1−2γ − 2m′ε−γV ′ − εuxx

+ m
(
Vu+ u̇+ + Vu− u̇− −H

(
x−X1(t); u̇+(t), u̇−(t)

))
.

We now split ‖g(·, t)‖pis(R) into the following three parts:

‖g(·, t)‖pis(R) =

∫
0<|x−X1(t)|≤εγ

+

∫
εγ≤|x−X1(t)|≤2εγ

+

∫
|x−X1(t)|≥2εγ

|g(x, t)|dt

= I + II + III.(7.4)

7.1. Piecewise constant solution. In order to estimate I, II, and III above
we first consider a simple but important case: the piecewise constant solution, i.e.,

u(x, t) =

{
u+, x > X1(t),
u−, x ≤ X1(t),

(7.5)

where u+ and u− are constants and Ẋ1(t) = (f(u−) − f(u+))/(u− − u+). It is easy
to show that g(x, t) = 0 for 0 < |x − X1(t)| ≤ εγ and |x − X1(t)| > 2εγ . Therefore
I = III = 0, and what we need to estimate is the term II. Let

II = II+ + II−,(7.6)

where
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II± =: ±
∫ X1(t)±2εγ

X1(t)±εγ

∣∣∣(a(u± +m(V − u±))− a(V )
)
mV ′ε−1

+
(
a(u± +m(V − u±))− a(u±)

)
m′(V − u±)ε−γ

− m′′(V − u±)ε1−2γ − 2m′ε−γV ′
∣∣∣dx(7.7)

= ±
∫ X1(t)±2εγ

X1(t)±εγ

∣∣∣(a(u± +m(V − u±))− a(u±)
)(
mV ′ε−1 +m′(V − u±)ε−γ

)
− (a(V )− a(u±))mV ′ε−1 −m′′(V − u±)ε1−2γ − 2m′ε−γV ′

∣∣∣dx.
Using the change of variables ξ = (x−X1(t))/ε

γ gives

II± = ±
∫ ±2

±1

∣∣∣(a(u± +m(V − u±))− a(u±)
)(
mV ′ε−1+γ +m′(V − u±)

)
− (a(V )− a(u±))mV ′ε−1+γ −m′′(V − u±)ε1−γ − 2m′V ′

∣∣∣dξ,(7.8)

where m = m(ξ) and V = V (ξ/ε1−γ). The following estimates can be obtained from
Lemma 4.1 and Corollary 4.1:

|V − u±| ≤ Cε(1−γ)/β±
1 , |V ′| ≤ Cε(1−γ)(1+1/β±

1 ),

|a(u± +m(V − u±))− a(u±)| ≤ C|V − u±|β
±
1 ≤ Cε1−γ ,

|a(V )− a(u±)| ≤ C|V − u±|β
±
1 ≤ Cε1−γ ,

provided ε is sufficiently small. It follows from (7.8) and the above estimates that

II± ≤ Cε(1−γ)(1+1/β±
1 ).(7.9)

The above results, together with the facts I = III = 0, give the desired upper bound
for ‖g(·, t)‖pis(R). Therefore, Lemma 5.2 is established in the case of the piecewise
constant solution.

7.2. Piecewise smooth solution. We now consider a more general case, i.e., u
is piecewise smooth. It follows from (7.3) that g(x, t) = −εuxx for |x−X1(t)| > 2εγ ,
and

g(x, t) =
(
a(u+ (V −H))− a(V )

)
V ′ε−1(7.10)

+
(
a(u+ (V −H))− a(u)

)
ux − εuxx

+ Vu+ u̇+ + Vu− u̇− −H(x−X1(t); u̇+, u̇−)

for 0 < |x−X1(t)| ≤ εγ . It is easy to see from (7.4) that

III = ε

∫
|x−X1(t)|≥2εγ

|uxx|dx ≤ Cε,(7.11)

where uxx(·, t) is assumed piecewisely in L1. It follows from (7.10) that

I ≤ I1 + I2 + I3 + I4,(7.12)
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where

I1 =

∫
0<|x−X1(t)|≤εγ

−|a(u+ (V −H))− a(V )|V ′ε−1dx,

I2 =

∫
0<|x−X1(t)|≤εγ

∣∣(a(u+ (V −H))− a(u)
)
ux

∣∣dx,
I3 =

∫
0<|x−X1(t)|≤εγ

ε|uxx|dx,

I4 =

∫
0<|x−X1(t)|≤εγ

∣∣Vu+ u̇+ + Vu− u̇− −H(x−X1(t); u̇+, u̇−)
∣∣dx.

We now estimate Ii, 1 ≤ i ≤ 4. Since u is piecewise smooth and u − H → 0 as
x → X1(t)± 0, we have

|a(u+ (V −H))− a(V )| = |a′(V + θ(u−H))(u−H)|
≤ C|x−X1(t)|.

Therefore, we can find a positive function A(ξ) such that ∀x ∈ (−∞,∞)
• |a(u+ (V −H))− a(V )| ≤ A (x−X1(t));
• A(ξ) ≤ C|ξ|;
• |A′(ξ)| ≤ M ,

where M is a constant. It follows from the above auxiliary function A and the esti-
mates (4.9) and (4.10) that

I1 ≤
∫
|x−X1(t)|≤εγ

−A(x−X1(t))V
′((x−X1(t))/ε)ε

−1dx(7.13)

=

∫ εγ−1

−εγ−1

−A(εξ)V ′(ξ)dξ

=

∫ εγ−1

−εγ−1

−A(εξ)
(
V (ξ)−H(ξ)

)′
dξ (using the fact A(0) = 0)

≤ A(εγ)|V (εγ−1)−H(εγ−1)|+A(−εγ)|V (−εγ−1)−H(−εγ−1)|

+Mε

∫ εγ−1

−εγ−1

|V (ξ)−H(ξ)|dξ (using integration by parts)

≤ Cεγ+(1−γ)/β + Cε1−(1−γ)(1−1/β) ≤ εγ+(1−γ)/β .

Observe that |a(u+ (V −H))− a(u)| ≤ C|V −H|, which, if applied to I2, gives

I2 ≤ C

∫
|x−X1(t)|≤εγ

|V −H|dx(7.14)

≤ Cε

∫ εγ−1

−εγ−1

|V (ξ)−H(ξ)|dξ

≤ Cε

∫ εγ−1

−εγ−1

(1 + |ξ|)−1/βdξ

≤ Cε1−(1−γ)(1−1/β) = Cεγ+(1−γ)/β .
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Moreover, by the definition of I3 we can easily obtain I3 ≤ Cε1+γ . Using the change
of variables ξ = (x−X1(t))/ε and the estimate (4.16) gives

I4 ≤ Cε

∫ εγ−1

−εγ−1

(1 + |ξ|)−1/βdξ ≤ Cε1−(1−γ)(1−1/β) = Cεγ+(1−γ)/β .(7.15)

Combining the above estimates yields

I ≤ C
(
εγ+(1−γ)/β + εγ(1+β) + ε| ln ε|+ ε(1+γ)

)
.(7.16)

It remains to estimate II. It follows from (7.3) that

II ≤ II+ + II− +

5∑
i=1

II
(i)
+ +

5∑
i=1

II
(i)
− ,

where II± is defined by (7.7) and

II
(1)
± = ±

∫ X1(t)±2εγ

X1(t)±εγ
|(a(u+m(V −H))− a(u± +m(V −H)))mV ′|ε−1dx,

II
(2)
± = ±

∫ X1(t)±2εγ

X1(t)±εγ
|(a(u+m(V −H))− a(u))ux|dx,

II
(3)
± = ±

∫ X1(t)±2εγ

X1(t)±εγ
|(a(u+m(V −H))− a(u± +m(V −H)))m′(V −H)|ε−γdx,

II
(4)
± = ±

∫ X1(t)±2εγ

X1(t)±εγ
ε|uxx|dx,

II
(5)
± = ±

∫ X1(t)±2εγ

X1(t)±εγ
m|Vu+

u̇+ + Vu− u̇− −H(x−X1(t); u̇+, u̇−)
∣∣dx.

It follows from (7.9) that

II± ≤ Cε(1−γ)(1+1/β±
1 ).(7.17)

The estimate for II
(1)
± is similar to that for I1, with the same error bound as (7.13),

namely,

II
(1)
± ≤ Cεγ+(1−γ)/β .(7.18)

The estimate for II
(2)
± is similar to that for I2, with the same error bound as (7.14),

namely,

II
(2)
± ≤ C

(
εγ(1+β) + ε| ln ε|

)
.(7.19)

The estimate for II
(5)
± is similar to that for I4, with the same error bound as (7.15),

namely,

II
(5)
± ≤ Cε1−(1−γ)(1−1/β) = Cεγ+(1−γ)/β .(7.20)
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Using the facts that a(u + m(V − H)) − a(u± + m(V − H)) = a′(•)(u − u±), and
|u− u±| ≤ C|x−X1(t)| for ±(x−X1(t)) > 0, we obtain

II
(3)
± ≤ ±Cεγ

∫ X1(t)±2εγ

X1(t)±εγ
|(V −H)|ε−γdx.

Applying the change of variables (x−X1(t))/ε = ξ to the above integration gives

II
(3)
± ≤ ±Cε

∫ ±2εγ−1

±εγ−1

|V (ξ)−H(ξ)|dξ.

It then follows from (4.14) and (4.15) that

II
(3)
± ≤ ±Cε

∫ ±2εγ−1

±εγ−1

(1 + |ξ|)−1/β±
1 dξ ≤ Cε1−(1−γ)(1−1/β±

1 )(7.21)

= Cεγ+(1−γ)/β±
1 .

Moreover, using the definition of II
(4)
± gives

II
(4)
± ≤ ±C

∫ X1(t)±2εγ

X1(t)±εγ
ε|uxx|dx ≤ Cε1+γ .(7.22)

Combining the estimates (7.17)–(7.22) leads to

II ≤ C
(
ε(1−γ)(1+1/β) + εγ+(1−γ)/β) + εγ(1+β) + ε| ln ε|+ ε1+γ

)
(7.23)

≤ C
(
ε(1−γ)(1+1/β) + εγ+(1−γ)/β)

)
.

Adding the estimates for I, II, and III gives

‖g(·, t)‖pis(R) ≤ C
(
εγ+(1−γ)/β + ε(1−γ)(1+1/β)

)
(7.24)

≤ C
(
εγ+(1−γ)/β̄ + ε(1−γ)(1+1/β̄)

)
.

This completes the proof for Lemma 5.2.

8. Proof of Lemma 5.4. The main difference between Lemmas 5.2 and 5.4 is
that Lemma 5.2 deals with only one shock, while the latter deals with two interact-
ing shocks. The main tool for the proof of Lemma 5.4 is still the stability lemma,
Lemma 3.1. Let vε = ûε, which is defined by (5.15). Then vε satisfies (3.2) on its
smooth region {(x, t) : x 
= Xi(t), i = 1, 2}, with
g(x, t) = (a(u+m1(V1 −H1) +m2(V2 −H2))− a(u))ux

+ m′
1 (a(u+m1(V1 −H1) +m2(V2 −H2))− a(H1)) (V1 −H1)ε

−γ

+ m′
2(a(u+m1(V1 −H1) +m2(V2 −H2))− a(H2))(V2 −H2)ε

−γ

+ m1(a(u+m1(V1 −H1) +m2(V2 −H2))− a(V1))V
′
1ε

−1

+ m2(a(u+m1(V1 −H1) +m2(V2 −H2))− a(V2))V
′
2ε

−1

− εuxx − (m′′
1(V1 −H1) +m′′

2(V2 −H2)) ε
1−2γ − 2 (m′

1V
′
1 +m′

2V
′
2) ε

−γ

+ m1(V1u+ u̇1+ + V1u− u̇1− − Ḣ1) +m2(V2u+ u̇2+ + V2u− u̇2− − Ḣ2)

:= g1 + g2 + g3 + g4 + g5 + g6 + g7,
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where for i = 1, 2

mi = m((x−Xi(t))/ε
γ), ui±(t) = lim

x→Xi±0
u(x, t),

u̇i±(t) =
d

dt
ui±(t), Vi = V ((x−Xi(t))/ε;ui+, ui−),

Hi = H((x−Xi(t))/ε;ui+, ui−), Ḣi = H((x−Xi(t))/ε; u̇i+, u̇i−).

Similarly, it follows from Lemma 3.1 that, for any t ∈ [tm−1, tm],

‖ûε(·, t)− uε(·, t)‖L1(R)(8.1)

≤ ‖ûε(·, tm−1)− uε(·, tm−1)‖L1(R)

+ ε

2∑
i=1

∫ t

tm−1

∣∣∣ [∂xûε(x, t)] |x=Xi(t)

∣∣∣dt+ ∫ t

tm−1

‖g(·, t)‖pis(R)dt

≤ ‖ûε(·, tm−1)− uε(·, tm−1)‖L1(R) + Cε+

∫ t

tm−1

‖g(·, t)‖pis(R)dt.

In order to estimate the last term above we need to estimate
∫ t

tm−1
‖gi(·, t)‖pis(R)dt,

1 ≤ i ≤ 7. It is noticed that the estimates for ‖g6‖pis(R) and ‖g7‖pis(R) are similar
to those in one shock case, so they can be bounded above by the right-hand side of
(7.24). Therefore, we just need to estimate ‖gi‖pis(R) for 1 ≤ i ≤ 5.

In what follows we assume that the two shock curves start at a same point, i.e.,

X1(tm−1 + 0) = X2(tm−1 + 0),(8.2)

but do not become tangent to each other at this point:

Ẋ1(tm−1 + 0) < Ẋ2(tm−1 + 0).(8.3)

This implies that there is a constant c > 0 such that

δ(t) := X2(t)−X1(t) ≥ c(t− tm−1) for t ∈ [tm−1, tm].(8.4)

Note that the support of m((· − Xi(t))/ε
γ) is [Xi(t) − 2εγ , Xi(t) + 2εγ ]. Hence, if

X2(t)−X1(t) ≥ 4εγ , then for each x ∈ R only one of m1 and m2 appears in g(x, t).
Therefore, when X2(t)−X1(t) ≥ 4εγ , the estimates for ‖gi‖L1 , 1 ≤ i ≤ 5, are similar
to those for the one shock case. Let τ ∈ (tm−1, tm) such that

X2(τ)−X1(τ) = 4εγ and X2(t)−X1(t) > 4εγ for t ∈ (τ, tm].(8.5)

The above analysis implies that we only need to estimate ‖gi‖L1 , 1 ≤ i ≤ 5, for
t ∈ [tm−1, τ ].

We first estimate ‖g1‖L1 for t ∈ [tm−1, τ ]. Observe that

‖g1(·, t)‖pis(R) =

∫
{x≤X1(t)−2εγ}∪{x≥X2(t)+2εγ}

|g1|dx(8.6)

+

∫
X1(t)−2εγ<x<X2(t)+2εγ

|g1|dx

:= G11 +G12.
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Since only one of m1 and m2 appears in G11, the estimate of G11 is similar to that of

II
(2)
± in the one shock case, and it follows from (7.19) that

G11 ≤ C
(
εγ(1+β) + ε| ln ε|

)
,(8.7)

where β = max{β1, β2}. The integrand of G12 is bounded, and therefore

G12 ≤ C
(
X2(t)−X1(t) + εγ

)
.

It follows from (8.5), (8.4), and (8.2) that τ − tm−1 ≤ Cεγ and X2(t) − X1(t) ≤
C(t− tm−1) as t → tm−1 + 0. Therefore,∫ τ

tm−1

G12dt ≤ Cε2γ ,

which, together with (8.7), gives∫ τ

tm−1

‖g1(·, t)‖pis(R)dt ≤ C
(
ε2γ + εγ(2+β) + ε1+γ | ln ε|

)
.(8.8)

Next we estimate ‖g2‖pis(R). Observe that

‖g2‖pis(R) =

∫
2εγ>|x−X1(t)|≥εγ

|g2(x, t)|dx ≤ C

∫
2εγ>|x−X1(t)|≥εγ

|V1 −H1|ε−γdx

=

∫
2>|ξ|>1

|V1(ξ/ε
1−γ)−H1(ξ/ε

1−γ)|dξ ≤ Cε(1−γ)/β1 .

Therefore, ∫ τ

tm−1

‖g2(·, t)‖pis(R)dt ≤ Cε(1−γ)/β1+γ .(8.9)

Similarly, it can be shown that∫ τ

tm−1

‖g3(·, t)‖pis(R)dt ≤ Cε(1−γ)/β2+γ .(8.10)

We now estimate ‖g4‖pis(R). Note that

‖g4(·, t)‖pis(R) =

∫
0<|x−X1(t)|<εγ

+

∫
|x−X1(t)|≥εγ

|g4(x, t)|dx(8.11)

:= G41 +G42.

The integrand in G41 satisfies the following inequality:

|g4| in G41 = |a(u+ (V1 −H1) +m2(V2 −H2))− a(V1)|(−V ′
1)ε

−1

≤ |a(u+ (V1 −H1) +m2(V2 −H2))− a(V1 +m2(V2 −H2))|(−V ′
1)ε

−1

+ |a(V1 +m2(V2 −H2))− a(V1)|(−V ′
1)ε

−1

:= |g41|+ |g42|.



FRACTIONAL CONVERGENCE RATE FOR CONSERVATION LAWS 117

The integration of |g41| is similar to that of (7.13), so it follows from (7.13) that∫
{0<|x−X1|≤εγ}

|g41|dx ≤ Cεγ+(1−γ)/β1 .(8.12)

We estimate the integral of g42 by observing∫
{0<|x−X1|≤εγ}

|g42|dx

=

∫
{|x−X1|≤εγ}∩{|x−X2|≤δ(t)/2}

|g42|dx+

∫
{|x−X1|≤εγ}∩{|x−X2|>δ(t)/2}

|g42|dx

:= G411 +G412,

where δ(t) := X2(t)−X1(t). Since |g42| ≤ −CV ′
1ε

−1, we have

G411 ≤ Cε−1

∫
|x−X2(t)|≤δ(t)/2

−V ′
1((x−X1(t))/ε)dx

≤ Cε−1

(
2ε

δ(t)

)1/β1+1

δ(t) ≤ C

(
ε

δ(t)

)1/β1

,

which leads to ∫ τ

tm−1

G411dt ≤ Cε1/maxt β1(t− tm−1)
1−1/maxt β1

∣∣τ
tm−1

= Cε1/maxt β1(τ − tm−1)
1−1/maxt β1 ,

where we have applied the inequality (8.4) to the above integration. Since τ − tm−1 ≤
Cεγ we have ∫ τ

tm−1

G411dt ≤ Cεγ+(1−γ)/maxt β1 .(8.13)

On the other hand,

|g42| ≤ C|V2 −H2|(−V ′
1)ε

−1

by the mean value theorem. Substituting this inequality into G412 yields

G412 =

∫
{|x−X1|≤εγ}∩{|x−X2|>δ(t)/2}

|g42|dx

≤ C

∣∣∣∣V2

(
δ(t)

2ε

)
−H2

(
δ(t)

2ε

)∣∣∣∣ ∫ ∞

−∞
(−V ′

1((x−X1)/ε))ε
−1dx

≤ C

(
2ε

δ(t)

)1/β2
∫ ∞

−∞
−V ′

1(ξ)dξ ≤ C

(
2ε

δ(t)

)1/β2

.

Therefore, on account of δ(t) ≥ c(t− tm−1) and τ − tm−1 ≤ Cεγ , we obtain∫ τ

tm−1

G412dt ≤ Cε1/maxt β2εγ(1−1/maxt β2) = Cεγ+(1−γ)/maxt β2 .(8.14)
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This result, together with (8.13) and (8.12), yields∫ τ

tm−1

G41dt ≤ Cεγ+(1−γ)/β̄ ,(8.15)

where β̄ = max{maxt β1,maxt β2}. In order to estimate G42 in (8.11), we first split
it into two parts:

G42 =

∫
{εγ<|x−X1|≤2εγ}∩{|x−X2|≤δ(t)/2}

(8.16)

+

∫
{εγ<|x−X1|≤2εγ}∩{|x−X2|>δ(t)/2}

|g4|dx

:= G421 +G422.

The integrand |g4| in G422 can be estimated as

|g4| in G422 = m1|a(u+m1(V1 −H1) +m2(V2 −H2))− a(V1)|(−V ′
1)ε

−1

≤ m1|a(u+m1(V1 −H1) +m2(V2 −H2))

− a(H1 +m1(V1 −H1) +m2(V2 −H2))|(−V ′
1)ε

−1

+ m1

(|a(H1 +m1(V1 −H1) +m2(V2 −H2))− a(H1)|
+ |a(H1)− a(H1 + V1 −H1)|

)
(−V ′

1)ε
−1

≤ C
(
|u−H1|+ |V1 −H1|β1 + |V2 −H2|β1

)
(−V ′

1)ε
−1,

where we have used the facts that |V1 − H1| → 0 and |V2 − H2| → 0 as ε → 0 for
{εγ < |x−X1| ≤ 2εγ} ∩ {|x−X2| > δ(t)/2}. Therefore,

G422 ≤ C

∫
{εγ<|x−X1|≤2εγ}∩{|x−X2|>δ(t)/2}

|u−H1|(−V ′
1)ε

−1dx

+ C

∫
{εγ<|x−X1|≤2εγ}∩{|x−X2|>δ(t)/2}

|V1 −H1|β1(−V ′
1)ε

−1dx

+ C

∫
{εγ<|x−X1|≤2εγ}∩{|x−X2|>δ(t)/2}

|V2 −H2|β1(−V ′
1)ε

−1dx

=: J1 + J2 + J3.

The estimate for J1 is similar to that of I1, with an upper bound the same as (7.13),
namely,

J1 ≤ Cεγ+(1−γ)/β1 .(8.17)

It follows from (4.9) and (4.10) that

J2 ≤ Cε1−γε(1−γ)(1+1/β1)ε−1εγ ≤ Cε(1−γ)(1+1/β1).(8.18)
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Observe that

J3 = C

∫
{|x−X1|≤2εγ}∩{|x−X2|>δ(t)/2}

|V2 −H2|β1(−V ′
1)ε

−1dx

≤ C

∣∣∣∣V2

(
δ(t)

2ε

)
−H2

(
δ(t)

2ε

)∣∣∣∣β1
∫ ∞

−∞
(−V ′

1((x−X1)/ε))ε
−1dx

≤ C

(
2ε

δ(t)

)β1/β2
∫ ∞

−∞
−V ′

1(ξ)dξ

≤ C

(
2ε

δ(t)

)β1/β2

≤ C

(
2ε

δ(t)

)1/β2

.

Therefore, on account of δ(t) ≥ c(t− tm−1) and τ − tm−1 ≤ Cεγ , we have∫ τ

tm−1

J3dt ≤ Cε1/maxt β2εγ(1−1/maxt β2) = Cεγ+(1−γ)/maxt β2 .(8.19)

This, together with (8.17) and (8.18), yields∫ τ

tm−1

G422dt ≤ C
(
εγ+(1−γ)/β̄ + ε(1−γ)(1+1/β̄)

)
,(8.20)

where β̄ = max{maxt β1,maxt β2}. Since |g4| ≤ −CV ′
1ε

−1, we have

G421 ≤ Cε−1

∫
|x−X2(t)|≤δ(t)/2

−V ′
1((x−X1(t))/ε)dx

≤ Cε−1

(
2ε

δ(t)

)1/β1+1

δ(t) ≤ C

(
ε

δ(t)

)1/β1

.

Thus ∫ τ

tm−1

G421dt ≤ Cε1/maxt β1(t− tm−1)
1−1/maxt β1

∣∣τ
tm−1

= Cε1/maxt β1(τ − tm−1)
1−1/maxt β1 ,

where we have used the inequality (8.4). Since τ − tm−1 ≤ Cεγ , we have∫ τ

tm−1

G421dt ≤ Cεγ+(1−γ)/maxt β1 .

This result, together with (8.20), gives∫ τ

tm−1

G42dt ≤ C
(
εγ+(1−γ)/β̄ + ε(1−γ)(1+1/β̄)

)
.

Combining the above result and (8.15) gives∫ τ

tm−1

‖g4(·, t)‖pis(R)dt ≤ C
(
εγ+(1−γ)/β̄ + ε(1−γ)(1+1/β̄)

)
.(8.21)

Similarly, it can be shown that∫ τ

tm−1

‖g5(·, t)‖pis(R)dt ≤ C
(
εγ+(1−γ)/β̄ + ε(1−γ)(1+1/β̄)

)
.(8.22)
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Therefore, we have proved that∫ τ

tm−1

‖g(·, t)‖pis(R)dt ≤ C
(
εγ+(1−γ)/β̄ + ε(1−γ)(1+1/β̄)

)
.(8.23)

This result and (8.1) yield Lemma 5.4.

9. Numerical experiments. To verify the theoretical results obtained in this
work, we shall carry out a computational study in this section. The main purpose
is to demonstrate the existence of the fractional rate of convergence. It is generally
believed that monotone schemes have the same rate of convergence as that for the
viscosity approximation. Therefore, to make the numerical verification available, we
consider the (generalized) Lax–Friedrichs scheme

un+1
j = un

j − λ

2

(
f(un

j+1)− f(un
j−1)

)
+

µ

2

(
un
j+1 − 2un

j + un
j−1

)
(9.1)

to approximate the conservation law (1.1), where un
j is an approximation of u(xj , tn),

and xj = j∆x, and tn = n∆t, with ∆x and ∆t being the spatial and temporal grid
sizes, respectively; µ is a constant satisfying 0 < µ < 1, and the temporal and spatial
grid ratio λ = ∆t/∆x satisfies a Courant–Friedrichs–Levy condition,

λ sup
|u|≤‖u0‖∞

|f ′(u)| ≤ µ.

The theoretical properties of the scheme (9.1) were investigated by Liu and Xin [14].
Example 9.1. In the first example, we approximate

∂tu+ ∂xf(u) = 0, f(u) = (1− u2)3,

with the initial data u0(x) = sgn(x), by using the Lax–Friedrichs scheme (9.1).
The entropy solution for the above Riemann problem is u(x, t) = u0(x). It can

be verified that max|u|≤1 |f ′(u)| ≤ 6/
√
5. We then choose µ = 0.5, T = 1, and

λ =
√
5µ/6. It follows from Theorem 3.1 that the rate of convergence should be

(1 + 1
2 )/2 = 3

4 . It is observed from Table 1 that the numerical rate of convergence
agrees very well with the theoretical prediction.

Table 1
The L1-error and the convergence order for Example 9.1.

Mesh ∆x 1
8

1
16

1
32

1
64

1
128

L1-error 3.22× 10−1 2.01× 10−1 1.23× 10−1 7.44× 10−2 4.46× 10−2

Order 0.680 0.709 0.725 0.738

Example 9.2. In the second example, we approximate

∂tu+ ∂xf(u) = 0, f(u) = (1− u)3(1 + u)4,

with the initial data u0(x) = sgn(x), by using the Lax–Friedrichs scheme (9.1).
The entropy solution for the above Riemann problem is again u(x, t) = u0(x). It

can be verified that max|u|≤1 |f ′(u)| ≤ 2. We then choose µ = 0.5, T = 1, and λ =

µ/2. It follows from Theorem 3.1 that the rate of convergence should be (1+ 1
3 )/2 = 2

3 .
It is observed from Table 2 that the numerical result is again in excellent agreement
with the theoretical prediction.
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Table 2
The L1-error and the convergence order for Example 9.2.

Mesh ∆x 1
8

1
16

1
32

1
64

1
128

L1-error 2.79× 10−1 1.89× 10−1 1.25× 10−1 8.05× 10−2 5.11× 10−2

Order 0.562 0.597 0.635 0.656
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