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Abstract

In this paper, we investigate a Galerkin-spectral method, which employs coordinate stretching and a class of trial
functions suitable for solving singularly perturbed boundary value problems. An error analysis for the proposed
spectral method is presented. Two transformation functions are considered in detail. In solving singularly perturbed
problems with conventional spectral methods, spectral accuracy can only be obtained whenN = O(ε−γ ), where
ε is the singular perturbation parameter andγ is a positive constant. Our main effort is to make thisγ smaller, say
from 1

2 to 1
4 or less for Helmholtz type equations, by using appropriate coordinate stretching. Similar results are

also obtained for advection–diffusion equations. Two important features of the proposed method are as follows:
(a) the coordinate transformation does not involve the singular perturbation parameterε; (b) machine accuracy can
be achieved withN of the order of several hundreds, even whenε is very small. This is in contrast with conventional
spectral, finite difference or finite element methods. 2001 IMACS. Published by Elsevier Science B.V. All rights
reserved.
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1. Introduction

In this paper we consider spectral approximation for the numerical solution of the singularly perturbed
convection–diffusion equation{−ε�u(x)+ ∇u(x) · p(x)+ q(x)u(x)= f (x, ε) in Ω,

u|∂Ω = 0,
(1.1)

whereΩ = (−1,1)d with d = 1, 2 or 3,ε > 0 is a small parameter,p = (p1, . . . , pd)
T, q andf are

smooth functions onΩ , and‖f (·, ε)‖L∞(Ω) is bounded by a constant independent ofε.
The problem (1.1) is often viewed as a basic model of a steady-state convection–diffusion process.

For small values ofε, this equation in general possesses a thin boundary layer; the solutionu will
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vary rapidly in the layer region near the boundary. This boundary layer causes various difficulties in
seeking the numerical solution of (1.1). It is well-known that conventional numerical methods to (1.1)
can produce approximate solutions with oscillations that are unbounded whenε→ 0. Various approaches
have been proposed to eliminate these oscillations. The last decades have seen substantial progress in the
development of numerical methods for the solution of (1.1) and several software packages are presently
available [1,6,13,14,18]. A large body of literature has been devoted to the effective resolution of the
solutions of (1.1); see, e.g., books [19,22], and references therein.

Most available references analyze the convergence of finite difference or finite element schemes of
fixed (usually low) polynomial degree in conjunction with various mesh refinements; see, e.g., [11,23,
27]. An alternative approach is to increase the polynomial degree, i.e., use ap version of finite element
method or spectral method. In [24], the uniform approximation of boundary layers is studied by using the
p andhp versions of the finite element method. For thep version with variable mesh (i.e., thehp version),
it is shown that exponential convergence, uniform in the perturbation parameterε, is achieved by taking
the first element at the boundary layer to be of size O(p

√
ε). Discrete methods whose solutions converge

independently ofε are said to beε-uniform. If a method isε-uniform, mesh refinement causes the error
to decrease in a manner that is independent of the perturbation parameter. The examples ofε-uniform
method include Shishkin’s grid [27] and Schwab and Suri’s grid [24]. However, theseε-uniform methods
require that the size of the first (or/and last) element is of the order of boundary layer width. In other
words, the information for the width of the boundary layer should be known prior to the selection of the
grid points.

In [4], a Chebyshev-weighted spectral approximation is investigated for the one-dimensional version
of (1.1), withp ≡ 0 andf ≡ 0. Spectral methods for solving singularly perturbation problems can also
be found in many papers such as [3,7–9,13,15]. Although the conventional spectral methods have been
found attractive in solving (1.1),spectral accuracycannot be observed with reasonably largeN , where
N is the total number of grid points/basis functions, ifε is very small (see, e.g., [5,7,10,17]). It is expected
that the spectral methods together with suitable transformations will be suitable for solving the boundary
layer problems such that spectral convergence can be obtained withN of the order of several hundreds,
even whenε is very small. A good reference for the transformation technique is [12]. By choosing
appropriate transformation functions, a boundary layer resolving spectral method is designed in [29].
With the special choice of the transformation function, the transformed coefficient functions can be
generated efficiently by machine. Numerical experiments show that the boundary layer resolving spectral
method is simple (the code is just a few lines longer than the standard spectral method code) and robust.
The method is much more efficient and accurate than conventional spectral methods, especially whenε is
very small. One of the important features of the present work is that our coordinate transformation does
not involve the singular perturbation parameter, though it is essentially impossible to resolvearbitrarily
thin boundary layers with a non-adaptiveε-independent coordinate stretching.

Although the idea and algorithm for the spectral method with coordinate transformation are
quite simple, the theoretical error analysis for the approach seems rather difficult. In practice, the
transformations used have to be singular (in the sense that the derivatives of the transformed functions
may be zero at the end points). One of the key steps in the analysis is to handle the transformed equation
that is highly degenerate due to the singularity of the transformation used. In the case of the Galerkin-
spectral approximation, one of the key questions is that what trial functions should be employed to
approximate the transformed equation. In this work, a Galerkin-spectral method based on a new class
of trial functions will be investigated for one and higher dimensional problems. Part of the results for
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1-D has been reported in a conference paper by the authors [16]. It is the purpose of this paper to
give a theoretical interpretation of the high accuracy behavior of the Galerkin-spectral method involving
coordinate transformations. The work is the first step towards understanding more complicated boundary
layer resolving spectral methods, such as [20,21,29].

Let xi = gi(yi) with gi ∈ C∞[−1,1] such that{
gi(−1)= −1, gi(1)= 1,
Ji(yi) := g′

i (yi) > 0, for yi ∈ (−1,1), i = 1, . . . , d. (1.2)

Applying the change of variablesx = g(y) to (1.1), we obtain

−ε
d∑
i=1

ai∂yi (ai∂yiv)+
d∑
i=1

aiPi∂yiv +Qv = F, in Ω, (1.3)

wherev(y)= u ◦ g(y), ai(yi)= 1

Ji(yi)
, Pi(y)= pi ◦ g(y), i = 1, . . . , d,

Q(y)= q ◦ g(y), F (y, ε)= f
(
g(y), ε

)
.

(1.4)

Therefore, the transformed equation has variable coefficients even when the coefficients of the original
equation are constants. Furthermore, in order to obtain a finer resolution near the boundary, it is often
necessary to haveJi(−1)= g′

i(−1)= 0 and/orJi(1)= g′
i (1)= 0 for at least one indexi. Hence,ai(yi) is

not even bounded near the boundary. This causes several major difficulties in approximating the solutions
of the transformed equation. For instance, it is not clear what trial function spaces or collocation points
should be used to discretize the equation. It is also difficult to obtain error bounds due to the degenerate
character of the transformed equation.

The paper is organized as follows. In Section 2, we derive a weak formulation for (1.3). Then a general
Galerkin-spectral scheme for the weak formulation is introduced. Some error bounds will be obtained
in Section 3. In Section 4, the theoretical results obtained in Section 3 are illustrated by some feasible
transformations. Error analysis for two-dimensional problems will be given in Section 5. Numerical
results will be presented in Section 6. Note that in our presentation we first consider the easiest case
(Helmholtz equations in one dimension), then a more general one-dimensional equation, and later the
high-dimensional Helmholtz equation. As a result, some of the technical work needs to be done more
than once in different contexts. It would be possible to start off with the more complicated problems in
order to shorten the presentation, but that would make the paper less readable.

2. Weak formulation

We adopt the standard notationsL2(Ω) andHm(Ω) to denote the usual Sobolev spaces, andHm
0 (Ω) to

denote the subspace ofHm(Ω) whose elements have vanishing traces. We denote byL2
ω(Ω) andHm

ω (Ω)

the weighted Sobolev spaces with the weight functionω. Let I = (−1,1) and denoteπN to be the space
of real polynomials onI with degrees not exceedingN . We set

XN = {
uN ∈ πN : uN(±1)= 0

}
.
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We shall use letters of boldface type to denote vectors and vector functions as well as product spaces
such as

XN =
d∏
i=1

XN.

Let 
ωi(yi)= (

1− y2
i

)λ
, for a fixed λ with −1< λ� 0,

ω(y)=
d∏
i=1

ωi(yi).
(2.1)

It does not seem suitable to study the weak formulation of (1.3) either inH 1
ω,0(Ω) or H 1

aω,0(Ω) since

some integrals (e.g.,
∫ 1
−1 aωv

2 dy and
∫ 1
−1aω(v

′)2 dy in the cased = 1) may not exist in these spaces.
Let us denoteJ (y)=∏d

i=1Ji(yi) and

H̃ 1
ω,0(Ω) :=

{
v ∈H 1

ω,0(Ω): ‖v‖L2
Jω
(Ω) +

d∑
i=1

‖∂yi v‖L2
a2
i
Jω
(Ω) <∞

}
. (2.2)

It is noted that all the smooth functions with compact support inΩ are in this space. A weak formulation
of (1.3) can be established iñH 1

ω,0(Ω), which is the image space ofH 1
ω̃,0(Ω) under the transformation

Gu := u ◦ g, whereω̃(x) := ω(g−1(x)). Let
A(v, z)ω = ε

d∑
i=1

∫
Ω

(
a2
i J
)(
∂yiv∂yi (zω)

)
dy +

∫
Ω

Qvzωdy,

B(v, z)ω =
d∑
i=1

∫
Ω

aiJPi(∂yi v)zωdy, (F, z)ω =
∫
Ω

Fzωdy,

(2.3)

whereQ(y) =Q(y)J (y) andF(y, ε) = F(y, ε)J (y). For a fixed weightω, we multiply Eq. (1.3) by
ωJ(y). The weak formulation for (1.3) is as follows: findv ∈ H̃ 1

ω,0(Ω) such that

A(v, z)ω +B(v, z)ω = (F, z)ω, ∀ z ∈ H̃ 1
ω,0. (2.4)

We now consider the approximation of (2.4) by using a Galerkin-spectral method. It is essential to find
suitable trial function spaces in order to properly approximate the solution of (2.4) inH̃ 1

ω,0(Ω). It is clear
thatXN is not suitable. It is then natural to consider the image space ofXN under the transformationG
as the trial function space. It turns out, however, that with this trial function space we would obtain the
same results as those by applying the conventional Galerkin-spectral methods directly to (1.1).

Let

Y iN = {
v ∈H 1

0 (I ): v
′ = JiP, P ∈ πN}, i = 1, . . . , d. (2.5)

It can be verified thatY iN is anN -dimensional subspace of̃H 1
ω,0(I ) with Giu := u ◦ gi . It follows from

(2.5) that for every elementv ∈ Y iN there is a uniquePv ∈ πN such that

v(y)=
y∫

−1

Ji(t)Pv(t)dt, (2.6)
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but the choice ofPv has to satisfy the following requirement:

1∫
−1

Ji(t)Pv(t)dt = 0. (2.7)

Observe that for anyP ∈ πN there is a unique constantαP such that

1∫
−1

Ji(t)
(
αP +P(t)

)
dt = 0.

Thus every elementv ∈ Y iN can be further represented as

v(y)=
y∫

−1

Ji(t)
(
αP + P(t)

)
dt, with P ∈ πN, αP = −1

2

1∫
−1

Ji(t)P (t)dt, (2.8)

where we have used the fact that
1∫

−1

Ji(t)dt = 2.

Of course,P in (2.8) is no longer required to satisfy (2.7). It turns out that the space

YN =
d∏
i=1

Y iN

is a good choice as the trial function space. Therefore, the proposed Galerkin-spectral approximation
for (2.4) reads: findvN ∈ YN such that

A(vN , z)ω +B(vN, z)ω = (F, z)ω, ∀ z ∈ YN. (2.9)

We give two sample transformations that will be used to demonstrate our theoretical results in Section 4.
We consider one-dimensional case only, i.e.,d = 1. The first one was proposed in [29],

x = g(y)= sin
(
πy

2

)
. (2.10)

The second one is

x = g(y)= −1+ κ

y∫
−1

(
1− η2)k dη, (2.11)

where k > 1 is a given constant andκ is chosen such thatg(1) = 1. It can be shown that both
transformations satisfy the following inequalities: there exist positive constantsβ,C1 andC2 such that

C1 � J (y)
(
1− y2)−β �C2,

Jω(aω′)′

(ω′)2
> 2, for y ∈ I := (−1,1), (2.12)

whereω(y) = (1 − y2)λ, −1< λ � 0. It will be seen in the next section that these inequalities play
important roles in studying (2.9). Here we only give a brief proof for the first transformation. The first
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inequality in (2.12) holds forβ = 1. Direct calculation gives that (noting thatω(y) = (1 − y2)λ with
λ ∈ (−1,0])

Jω(aω′)′

(ω′)2
= − 1

2λy2

(
1− y2 + 2(1− λ)y2 + (1− y2)πy

2
tan
(
πy

2

))
� − 1

2λy2
2(1− λ)y2 > 2.

This indicates that the second inequality in (2.12) holds.

3. Error analysis for 1-D

Throughout this paper,C denotes a positive constant independent ofε,N , but possibly with different
values at different places. We will establish error bounds for the Galerkin method (2.9). In this section,
we assumed = 1 and begin with the one-dimensional Helmholtz type equation.

3.1. Helmholtz type equation

The one-dimensional Helmholtz problem is as follows:

−εu′′(x)+ q(x)u(x) = f (x, ε), x ∈ I := (−1,1), u(±1)= 0. (3.1)

Here we assume thatq is positive on[−1,1]. After the transformationx = g(y), problem (3.1) becomes

−ε(a(y)v′(y)
)′ +Q(y)v(y)= F(y), y ∈ I, v(±1)= 0. (3.2)

Lemma 3.1. Assume that there exist positive constantsβ,C1 andC2 such that(2.12) holds. Then for
anyz, v ∈ H̃ 1

ω,0(I ),

A(v, v)ω �Cε

1∫
−1

aω
(
v′)2 dy +

1∫
−1

ωQv2 dy, (3.3)

∣∣A(v, z)ω∣∣� Cε
∥∥v′∥∥

L2
aω(I )

∥∥z′∥∥
L2
aω(I )

+C‖v‖L2
Q
(I)‖z‖L2

Q
(I), (3.4)

whereA(·, ·)ω is defined by

A(v, z)ω = ε

1∫
−1

av′(ωz)′ dy +
1∫

−1

ωQvzdy. (3.5)

Proof. The proof follows a similar idea used in [5]. For anyv ∈ H̃ 1
ω,0(I ),

1∫
−1

av′(vω)′ dy =
1∫

−1

aω
(
v′)2 dy +

1∫
−1

avv′ω′ dy =
1∫

−1

aω
(
v′)2 dy − 1

2

1∫
−1

v2(aω′)′ dy. (3.6)

On the other hand,

1∫
−1

av′(vω)′ dy =
1∫

−1

[(
v′ω
)2 + vωv′ω′](Jω)−1 dy
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=
1∫

−1

(
v′ω+ vω′)2(Jω)−1 dy −

1∫
−1

[
avv′ω′ + (vω′)2(Jω)−1]dy

=
1∫

−1

[
(vω)′

]2
(Jω)−1 dy +

1∫
−1

v2
[

1

2

(
aω′)′ − (ω′)2(Jω)−1

]
dy

�
1∫

−1

v2
[

1

2

(
aω′)′ − (ω′)2(Jω)−1

]
dy. (3.7)

Combining (3.6), (3.7) and the second inequality in (2.12) gives (3.3). Furthermore,∣∣∣∣∣
1∫

−1

av′(zω)′ dy

∣∣∣∣∣�
∣∣∣∣∣

1∫
−1

aωv′z′ dy

∣∣∣∣∣+
∣∣∣∣∣

1∫
−1

av′zω′ dy

∣∣∣∣∣. (3.8)

Let ωλ(y)= (1− y)λ. We have∣∣∣∣∣
1∫

0

av′zω′ dy

∣∣∣∣∣
2

� C

( 1∫
0

aωλ
∣∣v′zω′

λ/ωλ
∣∣dy)2

� C

1∫
0

aωλ
(
v′)2 dy

1∫
0

aωλ

(
zω′

λ

ωλ

)2

dy

� C

( 1∫
0

ωλ−β
(
v′)2 dy

)( 1∫
0

ωλ−β−2z
2 dy

)
,

where we have used the first inequality of (2.12) that gives 0< aωλ < Cωλ−β for y ∈ (0,1). It then
follows from Hardy’s inequality (see, e.g., [5]) that∣∣∣∣∣

1∫
0

av′zω′ dy

∣∣∣∣∣
2

� C

( 1∫
0

ωλ−β
(
v′)2

dy

)( 1∫
0

ωλ−β
(
z′)2 dy

)
� C

∥∥v′∥∥2
L2
aω(I )

∥∥z′∥∥2
L2
aω(I )

.

Similarly, we can show that∣∣∣∣∣
0∫

−1

av′zω′ dy

∣∣∣∣∣
2

�C
∥∥v′∥∥2

L2
aω(I )

∥∥z′∥∥2
L2
aω(I )

. (3.9)

Combining (3.8)–(3.9) yields (3.4).✷
The weak formula of the transformed problem (3.2) reads: findv ∈ H̃ 1

ω,0(I ) such that

A(v, z)ω = (F, z)ω, ∀ z ∈ H̃ 1
ω,0(I ). (3.10)

It follows from Lemma 3.1 and the Lax–Milgram theorem that the above problem has a unique solution.
Our Galerkin-spectral method for the transformed problem (3.2) reads: findvN ∈ YN such that

A(vN , z)ω = (F, z)ω, ∀ z ∈ YN, (3.11)
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whereYN = {v ∈H 1
0 (I ): v

′ = JP, P ∈ πN }, J (y)= g′(y). The well-posedness of (3.11) follows from
Lemma 3.1 and the Lax–Milgram theorem.

For anyφ ∈ H̃ 1
ω,0(I ), we define its projectionΠφ in YN such that

1∫
−1

a
(
(φ −Πφ)ω

)′
h′ dy = 0, for anyh ∈ YN. (3.12)

It is clear thatΠφ is uniquely defined inYN .

Lemma 3.2. Letu(x) be the unique solution of(3.1)andv(y)= u(g(y)) be the solution of(3.2). Then

1∫
−1

ωa
(
v′ − (Πv)′)2 dy � CN−2Tω̃,1, (3.13)

1∫
−1

ωa
(
v′ − (Πv)′

)2
dy � CN−4Tω̃,2, (3.14)

where

Tω̃,1 =
1∫

−1

ω̃
(
u′)2 dx +

1∫
−1

ω̃J 2(u′′)2 dx, (3.15a)

Tω̃,2 =
1∫

−1

ω̃
(
u′)2 dx +

1∫
−1

ω̃J 2(u′′)2 dx +
1∫

−1

ω̃J 4(u′′′)2 dx +
1∫

−1

ω̃
(
J ′ )2(u′′)2 dx. (3.15b)

Hereω̃(x)= ω(g−1(x)), J (x)= J (g−1(x)) andJ ′(x)= J ′(g−1(x)).

Proof. For anyφ ∈ H̃ 1
ω,0(I ), let φN be the best approximation polynomial foraφ′ in L2

ωJβ
(I ), with

Jβ = (1− y2)β . Let

Π∗φ =
y∫

−1

J (φN + αφN )dy, αφN = −1

2

1∫
−1

JφN dy. (3.16)

Since
∫ 1
−1J dy = g(1)− g(−1)= 2, we can easily show thatΠ∗φ ∈ YN . Π∗φ is a modification ofΠφ

and it is the same asΠφ if ωJβ = 1. However, it is easier to derive an upper bound for the modification
thanΠφ itself, since the modification is given explicitly. From the proof of Theorem 4.1 in [2] (note that
the result is proved only for|β + λ|< 1 in [2], but it can be shown that forβ > 0 andσ = 2 orσ = 2m),
we have

1∫
−1

ωJβ
(
aφ′ − φN

)2
dy �CN−4∥∥aφ′∥∥2

H2
ωJβ

(I )
� CN−4∥∥aφ′∥∥2

H2
ωJ
(I )
, (3.17a)

1∫
−1

ωJβ
(
aφ′ − φN

)2
dy �CN−2∥∥aφ′∥∥2

H1
ωJβ

(I )
� CN−2∥∥aφ′∥∥2

H1
ωJ
(I )
, (3.17b)
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see (4.5) of [2]. It follows from Lemma 3.1 and (3.12) that for anyφ ∈ H̃ 1
ω,0(I )

1∫
−1

aω
(
φ′ − (Πφ)′

)2
dy � C

1∫
−1

a(φ −Πφ)′
(
(φ −Πφ)ω

)′
dy = C

1∫
−1

a
(
φ −Π∗φ

)′(
(φ −Πφ)ω

)′
dy

�
( 1∫

−1

aω
(
φ′ − (Πφ)′

)2
dy

)1/2( 1∫
−1

aω
(
φ′ − (Π∗φ

)′)2
dy

)1/2

,

which implies that

1∫
−1

aω
(
φ′ − (Πφ)′

)2
dy �

1∫
−1

aω
(
φ′ − (Π∗φ

)′)2
dy. (3.18)

Now letw(y) := u′(g(y)) and letwN be the best approximation polynomial forw in L2
ωJβ
(−1,1). Thus

from (3.18) and (3.16),( 1∫
−1

ωa
(
v′ − (Πv)′

)2
dy

)1/2

�
( 1∫

−1

ωJ
(
w− (wN + αwN )

)2
dy

)1/2

� C

( 1∫
−1

ωJβ(w−wN)
2 dy

)1/2

+C

∣∣∣∣∣
1∫

−1

JwN dy

∣∣∣∣∣.
Note that

∫ 1
−1Jw dy = u(g(1))− u(g(−1))= 0. Then using (3.17) and the above inequality gives( 1∫

−1

ωa
(
v′ − (Πv)′)2 dy

)1/2

� CN−1∥∥av′∥∥
H1
Jω
(I )

+C

∣∣∣∣∣
1∫

−1

(JwN − Jw)dy

∣∣∣∣∣
� CN−1∥∥av′∥∥

H1
Jω
(I )

+C

( 1∫
−1

ωJβ(wN −w)2 dy

)1/2

� CN−1∥∥av′∥∥
H1
Jω
(I )

= CN−1

( 1∫
−1

ω̃
(
u′(x)

)2
dx +

1∫
−1

ω̃J 2(u′′(x)
)2

dx

)1/2

. (3.19)

This gives (3.13). The bound (3.14) can be established in a similar way. This completes the proof of
Lemma 3.2. ✷
Lemma 3.3. Letu(x) be the unique solution of(3.1)andv(y)= u(g(y)) be the solution of(3.2). Then

1∫
−1

ωQ(v−Πv)2 dy � CN−4Tω̃,1, (3.20)
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1∫
−1

ωQ(v−Πv)2 dy � CN−6Tω̃,2, (3.21)

whereTω̃,1 andTω̃,2 are defined by(3.15).

Proof. Observe that

1∫
−1

ωQ(v−Πv)2 dy �C

1∫
−1

ωJ(v−Πv)2 dy = C sup
g∈L2

ωJ
(I )

(
∫ 1
−1ωJ(v−Πv)g dy)2

‖g‖2
L2
ωJ
(I )

= C sup
g∈L2

ωJ
(I )

(
∫ 1
−1a(ψ −Πψ)′(ω(v−Πv)′)dy)2

‖g‖2
L2
ωJ
(I )

,

whereψ ∈ H̃ 1
ω,0(I ) is defined by

1∫
−1

aψ ′(ωh)′ dy =
1∫

−1

Jωghdy, for anyh ∈ H̃ 1
ω,0(I ). (3.22)

It follows from Lemma 3.2 and inequalities similar to (3.19) that

1∫
−1

ωQ(v−Πv)2 dy � C
∥∥(v −Πv)′

∥∥2
L2
ωJ
(I )

sup
g∈L2

ωJ
(I )

‖(ψ −Πψ)′‖2
L2
ωJ
(I )

‖g‖2
L2
ωJ
(I )

� CN−4∥∥av′∥∥2
H1
ωJ
(I )

sup
g∈L2

ωJ
(I )

‖aψ ′‖2
H1
ωJ
(I )
/‖g‖2

L2
ωJ
(I )
,

and

1∫
−1

ωQ(v−Πv)2 dy �CN−6∥∥av′∥∥2
H2
ωJ
(I )

sup
g∈L2

ωJ
(I )

∥∥aψ ′∥∥2
H1
ωJ
(I )
/‖g‖2

L2
ωJ
(I )
.

Using Lemma 3.1 and (3.22) gives∥∥aψ ′∥∥
H1
ωJ
(I )
/‖g‖L2

ωJ
(I ) � C, for g ∈L2

ωJ (I ),

whereC is independent ofg. Therefore, we have

1∫
−1

ωQ(v−Πv)2 dy �CN−4∥∥av′∥∥2
H1
ωJ
(I )
,

1∫
−1

ωQ(v−Πv)2 dy � CN−6∥∥av′∥∥2
H2
ωJ
(I )
.

This completes the proof of Lemma 3.3.✷
Having the above lemmas, we are ready to state and prove the main result of this section.
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Theorem 3.1. Letu(x) be the unique solution of(3.1)andvN(y) be the unique solution of(3.11). Assume
that q in (3.1) is positive andJ satisfies(2.12). Then the following error bounds can be obtained:

ε
∥∥u′ − v′

N

∥∥2
L2
ω̃
(I )

+ ‖u− vN‖2 �C
(
N−2ε+N−4)Tω̃,1, (3.23)

ε
∥∥u′ − v′

N

∥∥2
L2
ω̃
(I )

+ ‖u− vN‖2
L2
ω̃
(I )

� C
(
N−4ε+N−6)Tω̃,2, (3.24)

wherevN(x)= vN(g
−1(x)), andTω̃,1 andTω̃,2 are defined by(3.15).

Proof. Again letv(y)= u(g(y)) be the solution of (3.2). LetvN be the solution of (3.11). It follows from
the Poincare’s inequality, Lemma 3.1, and the standard error estimate for the Galerkin approximation that

ε
∥∥v′ − v′

N

∥∥2
L2
ωa(I )

+ ‖v − vN‖2
L2
ωQ
(−1,1) � C min

h∈YN

1∫
−1

(
εa
(
v′ − h′)2 +Q(v− h)2

)
ωdy. (3.25)

Observe that

ε
∥∥v′ − v′

N

∥∥2
L2
ωa(I )

+ ‖v − vN‖2
L2
ωQ
(I )

= ε
∥∥u′ − v′

N

∥∥2
L2
ω̃
(I )

+ ‖u− vN‖2
L2
qω̃
(I )
, (3.26a)

‖u− vN‖L2
ω̃,q
(I ) � C‖u− vN‖L2

ω̃
(I ). (3.26b)

The last inequality is due to the assumption thatq is positive on[−1,1]. Using Lemmas 3.2 and 3.3,
together with (3.26), leads to (3.23) and (3.24) .✷

The above results can be generalized to higher order approximation ifu(m+1) (m > 2) exists. The
dominant term on the right side of (3.23) or (3.24) will then be the integral

C
(
N−2mε+N−2(m+1))( 1∫

−1

ω̃J 2m(u(m+1))2 dx

)
. (3.27)

Remark 1. The most useful feature of Theorem 3.1 is that asε → 0, the dominant terms in the right
hand sides of (3.23) and (3.24) can be controlled by choosing suitableJ . This is the essential difference
of such estimates with the conventional ones and will be demonstrated further later. This seems to give a
theoretical interpretation for the efficiency of our Galerkin-spectral scheme whenε� 1. If applying the
conventional Galerkin-spectral methods to (3.1) directly (i.e., without using any transformation), then we
only have

ε
∥∥u′ − u′

N

∥∥2
L2(I )

+ ‖u− uN‖2
L2
q(I )

� C
(
εN−2 +N−4)( 1∫

−1

(
u′)2 dx +

1∫
−1

(
u′′)2 dx

)
,

ε
∥∥u′ − u′

N

∥∥2
L2(I )

+ ‖u− uN‖2
L2
q(I )

� C
(
εN−4 +N−6)( 1∫

−1

(
u′)2 dx +

1∫
−1

(
u′′)2 dx +

1∫
−1

(
u′′′)2

dx

)
.
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In the case of having boundary layers the term
∫ 1
−1(u

′′)2 dx and
∫ 1
−1(u

′′′)2 dx (or
∫ 1
−1J

2(u′′)2 dx and∫ 1
−1J

4(u′′′)2 dx in (3.23)–(3.24)) are usually the dominant ones in the above error estimates (or in (3.23)–
(3.24)) asε→ 0. In many cases one can show that

1∫
−1

J 2(u′′)2 dx �
1∫

−1

(
u′′)2 dx,

1∫
−1

J 4(u′′′)2 dx �
1∫

−1

(
u′′′)2 dx, asε→ 0.

This seems the key gain of the present method over the conventional methods.

3.2. Advection–diffusion equation

We now consider the following perturbation problem:

−εu′′(x)+ p(x)u′(x)+ q(x)u(x) = f (x, ε), x ∈ I, u(±1)= 0. (3.28)

To simplify our analysis, we will restrict ourselves to a special class of problems by assuming that

c(x) := −p
′(x)
2

+ q(x)� 0 for x ∈ [−1,1]. (3.29)

This assumption makes the analysis simpler and yet can cover many useful cases. Under this assumption,
the well-posedness of (3.28) is standard. The transformed equation corresponding to (1.3) reads as

−ε(a(y)v′(y)
)′ + P(y)v′(y)+Q(y)v(y)= F(y, ε), y ∈ I, v(±1)= 0. (3.30)

It is much more difficult to analyze our numerical schemes for (3.30) than for the Helmholtz type
equations. The techniques used in [4] do not seem applicable here unlessε is not too small.

We now examine the weak formulation of (3.30). Let{
A(v, z)ω = ε

∫ 1
−1 av

′(ωz)′ dy + ∫ 1
−1ωQvzdy, for v, z ∈ H̃ 1

ω,0(I ),

B(v, z)ω = ∫ 1
−1Pv

′ωzdy for v, z ∈ H̃ 1
ω,0(I ).

(3.31)

The weak formulation is now stated as follows: findv ∈ H̃ 1
ω,0(I ) such that

A(v, z)ω +B(v, z)ω =
1∫

−1

ωFzdy, ∀z ∈ H̃ 1
ω,0(−1,1). (3.32)

The Galerkin approximation of (3.30) reads as follows: findvN ∈ YN such that

A(vN ,h)ω +B(vN,h)ω =
1∫

−1

ωFhdy, ∀h ∈ YN. (3.33)

To illustrate the main idea for establishing the error estimates for the above Galerkin approximation, we
will only consider (3.33) in the caseω≡ 1.

Theorem 3.2. Letc(x)� 0 on [−1,1] andω≡ 1. Eq.(3.33)is well posed inYN . Letu(x) be the unique
solution for(3.28)andvN(y) be that of(3.33). Assume that there existC1,C2, β > 0 such that

C1 � J (y)
(
1− y2)−β �C2 ∀y ∈ [−1,1].
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Then the following error bounds can be obtained:

ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2
c (I )

�C
(
N−2ε+N−4ε−1)T1, (3.34)

ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2
c (I )

� C
(
N−4ε+N−6ε−1)T2, (3.35)

where

T1 =
( 1∫

−1

(
u′)2 dx +

1∫
−1

J 2(u′′)2 dx

)
, (3.36a)

T2 =
( 1∫

−1

(
u′)2 dx +

1∫
−1

J 2(u′′)2 dx +
1∫

−1

J 4(u′′′)2 dx +
1∫

−1

(
J ′)2(u′′)2 dx

)
. (3.36b)

Here vN(x) = vN(g
−1(x)), J (x) = J (g−1(x)) and J ′(x) = J ′(g−1(x)). Moreover, if c(x) > 0 on

[−1,1], we further have

ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2
c (I )

�C
(
N−2 +N−4)T1, (3.37)

ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2
c (I )

� C
(
N−4 +N−6)T2. (3.38)

Proof. We begin with the following observations:

2

1∫
−1

Pw′w dy = −
1∫

−1

P ′w2 dy = −
1∫

−1

Jp′w2 dy, ∀w ∈ H̃ 1
0 (I ). (3.39)

Then it can be shown that there exists a constantC > 0 independent ofε such that for anyv,w ∈ H̃ 1
0 (I ) ε

∥∥v′∥∥2
L2
a(I )

+ ‖v‖2
L2
J c̃
(I )

� CB(v, v),

εA(v,w)� ε
∥∥v′∥∥

L2
a(I )

∥∥w′∥∥
L2
a(I )

+ ‖v‖L2
Q
(I)‖w‖L2

Q
(I) +

∥∥v′∥∥
L2
a(I )

‖Pw‖L2
J
(I ),

(3.40)

where c̃ = c(g(y)). Without loss of generality, we will assume that the constantC in (3.40) equal to
the unit (i.e.,C = 1). Poincare’s inequality and (3.40) imply that the well posedness of (3.33). From the
second inequality in (3.40) we further have

B(v,w)� ε

2

(∥∥v′∥∥2
L2
a(I )

+ ∥∥w′∥∥2
L2
a(I )

)+ ε

8
‖v‖2

L2
Q
(I)

+ 8

ε
‖w‖2

L2
Q
(I)

+ ε

8

∥∥v′∥∥2
L2
a(I )

+ 8

ε
‖Pw‖2

L2
J
(I )
.

(3.41)

It follows from (3.32) and (3.33) that for anyh ∈ YN
B(v− vN, v− vN)= B(v− vN, v− h),

which leads to

ε
∥∥v′ − v′

N

∥∥2
L2
a(I )

+ ‖v − vN‖2
L2
J c̃
(I )

� C min
h∈YN

1∫
−1

(
εa
(
v′ − h′)2 + Jε−1(v − h)2 +Qε−1(v − h)2

)
dy.
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Then following the same procedure as in the proof of Theorem 3.1 we can prove (3.34) and (3.35). If
c(x)� c0 > 0 on [−1,1], then

B(v,w) � ε
∥∥v′∥∥

L2
a(I )

∥∥w′∥∥2
L2
a(I )

+ ‖v‖L2
Q
(I)‖w‖L2

Q
(I) +C‖v‖L2

J
(I )‖w‖L2

J
(I ) + ‖v‖L2

J
(I )

∥∥w′∥∥
L2
a(I )

� ε

2

(∥∥v′∥∥2
L2
a(I )

+ ∥∥w′∥∥2
L2
a(I )

)+Cδ‖v‖2
L2
J
(I )

+Cδ−1‖w‖2
L2
J
(I )

+ δ‖v‖2
L2
J
(I )

+ δ−1∥∥w′∥∥2
L2
a(I )
,

(3.42)

whereδ is a positive constant. Sincec(x)� c0 > 0, we can makeδ small enough such that there exists a
L> 0 satisfying

‖v‖2
L2
J c̃
(I )

−Cδ‖v‖2
L2
J
(I )

+ δ‖v‖2
L2
J
(I )

� L‖v‖2
L2
J c̃
(I )
. (3.43)

Therefore, we have

ε
∥∥v′ − v′

N

∥∥2
L2
a(I )

+ ‖v − vN‖2
L2
J c̃
(I )

� C min
h∈YN

1∫
−1

(
a
(
v′ − h′)2 + J (v− h)2

)
dy.

Consequently, using Lemmas 3.2 and 3.3 we obtain the error bounds (3.37) and (3.38).✷

4. Applications of the error estimates

In this section, we give some applications of Theorems 3.1 and 3.2. We consider two cases: the first
case is for constant weight and the second one is for the weightω(y)= (1− y2)λ.

4.1. Constant weight

Assumption 4.1. Assume that there are positive constantsα, ν,C such that forx ∈ [−1,1]∣∣u(i)(x)∣∣� C +Cε−i/2(e−α(1−x)/√ε + e−ν(1+x)/√ε), i = 1,2, . . . , (4.1)

whereu is the solution of(3.1).

The above assumption is indeed the case for many equations of the Helmholtz type [11]. Let us
consider the transformation

x = g(y)= sin
(
π

2
y

)
. (4.2)

Straightforward calculation yields that
J (y)= π

2
cos
(
π

2
y

)
, J (x)= J

(
g−1(x)

)= π

2

√
1− x2,

J ′(x)= J ′(g−1(x)
)= −π

2

4
x.

(4.3)
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Therefore,

T1 � C +Cε−1

1∫
−1

(
e−2α(1−x)/√ε + e−2ν(1+x)/√ε)dx

+Cε−2

1∫
−1

(
e−2α(1−x)/√ε + e−2ν(1+x)/√ε)(1− x2)dx

� C +Cε−1/2 +Cε−1 �Cε−1,

whereT1 is defined by (3.36). Similarly, we have

T2 � Cε−3/2.

It follows from Theorem 3.1 that ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2(I )

� C
(
N−2 +N−4/ε

)
,

ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2(I )

� C
(
N−4ε−1/2 +N−6ε−3/2

)
.

(4.4)

It can be proved that the above estimates can be generalized to give the following result:

ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2(I ) �C(m)

(
N−2mε−(m−1)/2 +N−2m−2ε−(m+1)/2), (4.5)

for all m� 1 (cf. (3.27)), whereC(m) is a constant dependent onm, but independent ofN andε.
In Fig. 1, we plot the error bound in (4.5) withm = 10, by assuming thatC(m) = 1. It is seen that

with N of the order of several hundreds the errors become very small, even for very small values ofε.
We further give the following result.

Fig. 1. Error bounds in (4.5), withm= 10.
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Theorem 4.1. Assume the Galerkin-spectral method(3.11)with the transformation(4.2) be applied to
the Helmholtz type equation(3.1). If the Assumption4.1 holds, then a spectral convergence rate can be
obtained inL2(I ) provided that

N � ε−1/4−δ, (4.6)

whereδ is an arbitrary positive constant.

Proof. The right hand side of (4.5) can be written as

C(m)
((
Nε1/4)−2m√

ε+ (Nε1/4)−2m−2)
.

Therefore, spectral accuracy can be obtained as long asN � ε−1/4−δ with δ > 0. ✷
Let us consider another transformation:

x = g(y)= −1+ κ

y∫
−1

(
1− η2)k dη, k � 1 and κ = 2∫ 1

−1(1− y2)k dy
, (4.7)

which is exactly (2.11). It was pointed out in Section 2 that this transformation satisfies (2.12). Moreover,
we can show that

J (y)= κ
(
1− y2)k, J

(
g−1(x)

)
� C

(
1− x2)k/(k+1)

, J ′(g−1(x)
)
�C

(
1− x2)(k−1)/(k+1)

and so on. Thus,

T1 � C +Cε−1

1∫
−1

(
e−2α(1−x)/√ε + e−2ν(1+x)/√ε)dx

+Cε−2

1∫
−1

(
e−2α(1−x)/√ε + e−2ν(1+x)/√ε)(1− x2)2k/(k+1)

dx

� C +Cε−1/2 +Cε−3/2+k/(k+1) � Cε−3/2+k/(k+1).

Similarly, it can be shown that

T2 � Cε−3/2+(k−1)/(k+1).

Using Theorem 3.1 we obtain the following error bounds: ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2(I )

� C
(
N−2ε+N−4

)
ε−3/2+k/(k+1),

ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2(I )

� C
(
N−4ε+N−6

)
ε−3/2+(k−1)/(k+1).

(4.8)

In Fig. 2, we plot the error bounds in (4.8) fork = 3. Without loss of generality, we choose the
constantC in the bounds as one.

If we let k be sufficiently large, then the above upper bounds can be made close to ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2(I )

≈ O
(
N−2ε1/2 +N−4ε−1/2

)
,

ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2(I )

≈ O
(
N−4ε1/2 +N−6ε−1/2

)
.

(4.9)
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Fig. 2. Error bounds in (4.8) withk = 3: (a) is for the first bound, and (b) is for the second bound. The line types
are as follows: dashed line forε = 10−4, dash-dotted line forε = 10−6 and solid line forε = 10−8.

In Fig. 3, we plot the error bounds in the right hand side of (4.9). It is observed from Figs. 2 and 3 that
by suitably choosing the powerk in the transformation (4.7) the spectral accuracy can be obtained with
N of the order of about 100 with the present Galerkin-spectral methods.

It can be proved that the above estimates can be generalized to give the following result:

ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2(I ) �C(m,k)

(
N−2mε+N−2m−2)ε−1/2−m/(k+1), (4.10)

for anym� 1. By analyzing the right hand side of (4.10), we end up with the following result.

Theorem 4.2. Assume the Galerkin-spectral method(3.11)with the transformation(4.7) be applied to
the Helmholtz type equation(3.1). If the Assumption4.1 holds, then spectral accuracy can be obtained
in L2(I ) provided that

N � ε−1/2(k+1)−δ, (4.11)

whereδ is an arbitrary positive constant.

Similar curves as given in Fig. 1 can be obtained. The spectral convergence properties will also be
confirmed by numerical experiments in Section 6.

The third transformation is the one proposed by Orszag and Israeli [21]:

y = g−1(x)=
(

tan−1
(
x − 1√
ε

)
+ tan−1

(
x + 1√
ε

))(
tan−1

(
2

ε

))−1

. (4.12)
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Fig. 3. Error bounds in (4.9): (a) is for the first bound, and (b) is for the second bound. The line types are as follows:
dashed line forε = 10−4, dash-dotted line forε = 10−6 and solid line forε = 10−8.

It can be shown that
1∫

−1

(
u′)2 dx +

1∫
−1

J 2(u′′)2 dx � Cε−1.

Therefore, the resulting error estimates are similar to those for the transformationx = g(y) =
sin((π/2)y), see (4.4).

Applying conventional Galerkin-spectral methods to (3.1), we can only expect an upper bound of the
following, see [4],

ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2(I ) �C

(
N−2ε−1/2 +N−4ε−3/2). (4.13)

This estimate is weaker than (4.4) and (4.8). Hence there is a good improvement in using our Galerkin-
spectral methods with appropriate transformations.

Results similar to Theorems 4.1 and 4.2 hold for advection–diffusion equations. As an example, we
consider

−εu′′(x)+ p(x)u′(x)+ q(x)u(x) = f (x, ε), x ∈ I, u(±1)= 0, (4.14)

where{−p′(x)+ 2q(x) > 0, p(x)� α > 0, q(x)� β, ∀x ∈ [−1,1],
α2 + 4εβ > 0.

(4.15)

It follows from [28] that for any solutionu of (4.14)–(4.15)∣∣u(i)(x)∣∣� C +Cε−i(ε−α(1−x)/ε + ε−ν(1+x)/ε), i = 1,2, . . . , (4.16)
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whereα, ν are positive constants independent ofε. The bounds in (4.16) imply that the solution of (4.14)
has boundary layers of width O(ε), while (4.1) suggests that width for the solution of Helmholtz
equations is O(

√
ε).

If we use the mapping (4.7), then using (4.16) and a similar procedure for Theorem 4.2 leads to the
following error bound:

ε
∥∥u′ − v′

N

∥∥2
L2(I )

+ ‖u− vN‖2
L2(I ) �C(γ, k)

(
N−2m +N−2(m+1))ε−γ−1−2m/(k+1), (4.17)

whereu is the unique solution of (4.14),vN is the solution of (3.33),γ > 0 can be arbitrarily small. The
estimate (4.17) leads to the following theorem.

Theorem 4.3. Assume the Galerkin-spectral method(3.33)with the transformation(4.7) is applied to
the convection–diffusion equation(4.14). Then a spectral convergence rate can be observed provided
that

N = O
(
ε−1/(k+1)−δ), (4.18)

whereδ is an arbitrary positive constant.

This result is weaker than that given by Theorem 4.2, in the sense that to obtain a desired accuracy
the Helmholtz equations require less number of grid points. The reason for this is that the width for the
Helmholtz equations is of the order O(

√
ε), but for Eq. (4.14) it is O(ε).

4.2. General weights for Helmholtz type equations

Let ω(y)= (1 − y2)λ for a fixedλ with −1< λ � 0. We still consider the transformation (4.7). For
any 0< γ < 1

2,

Tω̃,1 � C +
1∫

1−εγ
ω̃
(
u′)2 dx +

−1+εγ∫
−1

ω̃
(
u′)2 dx +

−1+εγ∫
−1

ω̃J 2(u′′)2
dx +

1∫
1−εγ

ω̃J 2(u′′)2 dx

� C
(
1+ εγ−1−γ λ/(k+1) + ε(3+λ/(k+1))γ−2−2γ /(1+k))

� C
(
1+ ε3γ+λγ/(k+1)−2−2γ /(1+k)).

Similarly, it can be shown that

Tω̃,2 � C
(
1+ ε5γ+λγ/(k+1)−3−4γ /(1+k)).

If γ is chosen close to12, then an application of Theorem 3.1 gives ε
∥∥u′ − v′

N

∥∥2
L2
ω̃
(I )

+ ‖u− vN‖2
L2
ω̃
(I )

�C
(
N−2ε+N−4

)
ε(λ−2)/(2(k+1))−1/2,

ε
∥∥u′ − v′

N

∥∥2
L2
ω̃
(I )

+ ‖u− vN‖2
L2
ω̃
(I )

�C
(
N−4ε+N−6

)
ε(λ−4)/(2(k+1))−1/2.

(4.19)

In general, we have

ε
∥∥u′ − v′

N

∥∥2
L2
ω̃
(I )

+ ‖u− vN‖2
L2
ω̃
(I )

� CN−2mε2mγ+γ+λγ/(k+1)−m−2mγ/(1+k)

+CN−2(m+1)ε2mγ+γ+λγ/(k+1)−m−1−2mγ/(1+k). (4.20)
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If γ is chosen close to12, then the right hand side of (4.20) gives

C(m,γ )
(
N−2mε1/2(1+(λ−2m)/(k+1))+N−2m−2ε1/2(−1+(λ−2m)/(k+1))). (4.21)

Theorem 4.4. Let ω(y) = (1 − y2)λ, λ ∈ (−1,0], ω̃(x) = ω(g−1(x)). Let the transformation function
x = g(y) be given by(4.7). Assume the Galerkin-spectral method(3.11) be applied to the Helmholtz
type equation(3.1). If Assumption4.1holds, then a spectral convergence rate can be obtained inL2

ω̃(I )

provided that

N = O
(
ε−1/2(k+1)−δ), (4.22)

whereδ is an arbitrary positive constant.

5. Error bounds for higher dimensions with regular domain

The error analysis in previous sections can be extended to higher dimensions when the solution domain
is regular. In this section, we briefly describe the results and the outlines of proof. We here only consider
the Helmholtz type equation. LetA(v, z)ω and(F, z)ω be given in (2.3), i.e.,

A(v, z)ω = ε

d∑
i=1

∫
Ω

(a2
i J )

(
∂yi v∂yi (zω)

)
dy +

∫
Ω

Qvzωdy,

(F, z)ω =
∫
Ω

Fzωdy.

Then the weak formulation for the Helmholtz type equation of (2.4) is as follows: findv ∈ H̃ 1
ω,0(Ω) such

that

A(v, z)ω = (F, z)ω, ∀ z ∈ H̃ 1
ω,0(Ω). (5.1)

It will be approximated by the following Galerkin-spectral method: findvN ∈ YN such that

A(vN , z)ω = (F, z)ω, ∀ z ∈ YN. (5.2)

We wish to carry out some error analysis for this scheme. First we need results similar to Lemma 3.1. To
this end, we let

a(v, z)ω =
d∑
i=1

∫
Ω

(
a2
i J
)(
∂yi v∂yi (zω)

)
dy, c(v, z)=

∫
Ω

Qvzωdy.

Lemma 5.1. Assume that there exist positive constantsβ,C1 andC2 such that for1� i � d

C1 � Ji(yi)
(
1− y2

i

)−β � C2,
Jiωi(aiω

′
i)

′

(ω′
i)

2
> 2, for yi ∈ I := (−1,1). (5.3)

Then for anyz, v ∈ H̃ 1
ω,0(Ω),
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a(v, v)ω �C

d∑
i=1

‖∂yi v‖2
L2
a2
i
Jω
(Ω)
, (5.4)

|a(v, z)ω| � C

(
d∑
i=1

‖∂yi v‖L2
a2
i
Jω
(Ω)

)(
d∑
i=1

‖∂yi z‖L2
a2
i
Jω
(Ω)

)
. (5.5)

Proof. The proof follows a similar idea used in Section 3.1. For the cased = 2, for instance, we only
need to note that

a(v, z) =
∫
I

J2(y2)

(∫
I

a1∂y1v∂y1

(
zω1(y1)

)
dy1

)
ω2(y2)dy2

+
∫
I

J1(y1)

(∫
I

a2∂y2v∂y2

(
zω2(y2)

)
dy2

)
ω1(y1)dy1 +

∫
I

∫
I

Qvzωdy.

Then applying Lemma 3.1 will give (5.4) and (5.5).✷
For anyφ ∈ H̃ 1

ω,0(Ω), we defineΠφ ∈ YN such that

a(h,φ −Πφ)= 0, ∀h ∈ YN. (5.6)

It is clear thatΠφ is uniquely defined inYN . Now we are able to extend the error analysis in Section 3
to the high-dimensional case:

Theorem 5.1. Letu(x) be the unique solution of(5.1)andvN(y) be the unique solution of(5.2). Assume
that Ji satisfies(5.3). Then the following estimate holds:

ε
∥∥∇u− ∇vN

∥∥2
L2
ω̃
(Ω)d

+ ‖u− vN‖2
L2
ω̃
(Ω)

� C
(
N−2ε+N−4)( d∑

i=1

∫
Ω

ω̃

(
∂u

∂xi

)2

dx +
d∑
i=1

∫
Ω

ω̃J 2
i

(
∂2u

∂2xi

)2

dx

)
, (5.7)

whereω̃(x)= ω(g−1(x)), vN(x)= vN(g
−1(x)), J i(xi)= Ji(g

−1(xi)), J ′
i (xi)= J ′

i (g
−1(xi)).

Proof. The following results are similar to those in Lemmas 3.2 and 3.3: for anyv ∈ H̃ 1
ω,0(Ω)

a(v −Πv,v−Πv)�CN−2

(
d∑
i=1

∫
Ω

ω̃

(
∂u

∂xi

)2

dx +
d∑
i=1

∫
Ω

ω̃J 2
i

(
∂2u

∂2xi

)2

dx

)
, (5.8)

c(v −Πv,v−Πv)� CN−4

(
d∑
i=1

∫
Ω

ω̃

(
∂u

∂xi

)2

dx +
d∑
i=1

∫
Ω

ω̃J 2
i

(
∂2u

∂2xi

)2

dx

)
. (5.9)

We briefly outline the proof for (5.8). It follows from Lemma 5.1 that

a(v −Πv,v−Πv)� a
(
v −Π∗v, v−Π∗v

)
, ∀ v ∈ H̃ 1

ω,0(Ω),

where

Π∗v =
(

d∏
i=1

⊗Π∗
i

)
v,
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andΠ∗
i is defined by (3.16). Then using the same techniques as that in Lemma 3.2 and Theorem 4.4

of [2], we can obtain (5.8). The estimate (5.9) can be established by following a similar procedure. Using
(5.8)–(5.9) and the techniques used in the proof of Theorem 3.1 will lead to (5.7).✷

However, in general, the solutions of higher dimensional problems have much richer structures, e.g.,
parabolic boundary layers, which do not exist in the 1-D case. Therefore the explicitε-energy error
bounds obtained for the 1-D problems may only hold for simpler problems of a higher dimension with a
single exponential boundary layer. Also the approach used in this section only works for a tensor-product
type of higher dimensional problems. Much more research is still needed to deal with perturbation
problems in higher dimensions.

6. Numerical experiments

In this section, we consider several numerical examples by using the Galerkin-spectral method (2.9).
Thus Eq. (1.1) is first transferred into (1.3) via a suitable transformation, and then approximated using the
basis functions inYN . Then the resulting linear systems from (2.9) are solved. All of the computations
are based on the transformation (2.11) withk = 1. In order to demonstrate the high accuracy of the
proposed method in this work, we make some comparisons with the conventional Legendre–Galerkin
methods, Chebyshev–Galerkin methods, and the boundary layer resolving Chebyshev-collocation
method proposed in [29].

6.1. When to stop computation?

Once a coordinate transformation is chosen, we need to know when to stop the computation.In
particular, we wish to observe the spectral convergence rate. To this end, the numerical procedure is
proposed as follows.

• Step1. Choose a set of pointsS very close to the boundaries. For example, if the boundary layer is
near right boundaryx = 1 then an example of the set is

S = {0.98+ j · 0.001| 0 � j � 20}. (6.1)

Choose a starting number of the basis functions,N = N0, and perform a computation to obtain
numerical solution{Uj }.

• Step2. Interpolation.After the approximations{Uj}Nj=0 are obtained, we use the collocation idea to
obtain the coefficients{aj }Nj=0 in the following expression:

U(x)=
N∑
j=0

ajTk(x), (6.2)

where Tk are Chebyshev/Legendre polynomials. Then use the above expression to obtain
approximate solutions on the setS. The interpolation values withN0 basis functions is denoted
by S0.

• Step3. For l � 1, useNl = 2l ·N0 basis functions to obtain the numerical interpolationsSl on the
set S. Then compute the differences betweenSl and Sl−1. If the difference is less than a given
tolerance, then the computation is stopped.
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Fig. 4. The differences between consecutive grids for Example 6.1 withε = 10−6.

• Step4. Output the numerical results obtained with the largestN =Nl.

Example 6.1. To illustrate the above ideas, we consider the following problem:
−εu′′(x)+ (1− x)u′(x)= f (x),

u(0)= exp
(

− 1√
ε

)
, u(1)= sin1+ 1, (6.3)

wheref is chosen such that the exact solution isu(x)= sinx + exp(−(1− x)/
√
ε).

This problem does not correspond with one for which the error estimates have been derived. It is
a problem with a turning point at the boundaries. One of the reasons for choosing this problem is to
demonstrate numerically that our Galerkin-spectral methods can handle many types of problems. We
will show that based on the above four steps the convergent solutions can be obtained. Moreover, the
exponential rate of convergence will be observed without using the information of exact solution.

The procedure for solving Example 6.1 is the following. In Step 1, the transformation used is based
on the transformation (2.11) withk = 1. The set of points for interpolation is the one given by (6.1).
The starting number of basis functions is chosen asN0 = 16. The numerical interpolation on the setS is
performed as described in Step 2. In Step 3, three finer meshes are employed. The difference betweenSl
andSl−1, defined by

dl(s) := ∣∣U(l)(s)−U(l−1)(s)
∣∣

is computed over the boundary layer setS.
We first demonstrate numerical results forε = 10−6. In Fig. 4, the differences betweenSl andSl−1,

with l = 1,2 and 3 are plotted, which suggestsan exponential rate of convergencefor the Galerkin-
spectral methods. The numerical approximations to the unknown functionu with N = 32 and 64 are
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Fig. 5. The numerical approximations with 32 and 64 basis functions for Example 6.1 withε = 10−6.

Fig. 6. The numerical approximations over the boundary point set (6.1) with 32, 64 and 128 basis functions, for
Example 6.1 withε = 10−10.

plotted in Fig. 5. It is found that the solution curves obtained by usingN = 32 and 64 are graphically
indistinguishable. Forε = 10−10, we repeated the previous procedure, except choosingN0 = 32. Over
the boundary layer set (6.1), the numerical approximations to the unknown functionu with N = 32,64
and 128 are plotted in Fig. 6. The agreement of solution curves obtained by usingN = 32 and 64 seems
unsatisfactory, while the curves withN = 64 and 128 are in good agreement.
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6.2. More examples

In this subsection, we consider three examples to verify the theoretical error estimates obtained in this
work. We note that for the transformation (2.11) withk = 1, the highest degree of Legendre polynomials
in bothXN andYN−3 isN . Hence, we shall compare the conventional Legendre–Galerkin method inXN

with the new Legendre–Galerkin method inYN−3. Note, however, thatXN is an(N − 1)d -dimensional
space, whileYN−3 is an(N − 3)d -dimensional space.

Let MN be the set of the Legendre–Gauss–Lobatto collocation points with respect toXN . For all the
examples considered below, we compute

‖u− uN‖l∞ ≡ max
y∈MN

∣∣u(g(y))− uN
(
g(y)

)∣∣,
and

‖v − vN−3‖l∞ ≡ max
y∈MN

∣∣v(y)− vN−3(y)
∣∣,

wherev = u(g(y)), uN andvN−3 are respectively the solution of the conventional Legendre–Galerkin
scheme and the new Legendre–Galerkin scheme. It is clear that the collocation points in they variable(s)
in MN are well condensed near the boundary for thex variables, though we are aware that these
ε-independent discrete max-norms may not truly resolve very thin boundary layers.

Example 6.2. Our first example is the one-dimensional diffusion equation

−εuxx + u= −x + 1

2
, x ∈ I, u(±1)= 0, (6.4)

with the exact solution

u(x)= sinh((x + 1)/
√
ε)

sinh(2/
√
ε)

− x + 1

2
.

The solution has a boundary layer atx = 1 of width O(
√
ε).

In Table 1, we list the maximum pointwise error obtained by using the conventional Chebyshev–
Galerkin method (CCGM), our proposed Legendre–Galerkin method (PLGM) (i.e.,ω(y) = 1 in (2.9))
and Chebyshev–Galerkin method (PCGM) (i.e.,ω(y) = (1 − y2)−1/2 in (2.9)). This example is of
Helmholtz type and the results in Section 4.1 should apply. In fact, the numerical results confirm that
the Galerkin-spectral method (2.9) is more efficient than the conventional ones for solving problems with
boundary layers. Sincek = 1, it follows from Theorem 4.2 that spectral accuracy can be obtained for
N � ε−1/4−δ with δ > 0. For the values ofε used in Table 1, the corresponding values ofε−1/4 are 100,
178, 316, 562 and 1000, respectively. The errors listed in Table 1 confirm the theoretical prediction.

Example 6.3. The second example is the one-dimensional convection equation

−εuxx + ux = −1

2
, x ∈ I, u(±1)= 0, (6.5)

with the exact solution

u(x)= exp((x + 1)/ε)− 1

exp(2/ε)− 1
− x + 1

2
.
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Table 1
Maximum pointwise errors for Example 6.2

N ε = 10−8 ε = 10−9 ε = 10−10 ε = 10−11 ε = 10−12

CCGM 512 7.9E−8 6.4E−4 4.6E−2 6.7E−1

1024 6.5E−8 2.4E−4 3.5E−2

2048 6.2E−6 7.2E−5 6.4E−3

PLGM 64 4.5E−3 3.9E−2 1.4E−1

128 1.3E−5 4.5E−4 4.7E−3 2.3E−2 6.4E−2

256 3.0E−12 6.6E−9 2.2E−6 1.1E−4 1.5E−3

PCGM 64 6.7E−4 4.9E−3 3.6E−2

128 1.8E−6 7.5E−5 1.7E−4 3.8E−3 7.6E−3

256 1.0E−12 1.1E−10 7.2E−7 5.4E−5 4.1E−4

Table 2
Maximum pointwise errors for Example 6.3

N ε = 10−4 ε = 10−5 ε = 10−6 ε = 10−7 ε = 10−8

CLGM 512 2.2E−7 1.8E−1

1024 1.3E−9 9.5E−4 8.9E−1

2048 4.2E−8 5.1E−2 O(1)

PLGM 64 3.2E−3 1.6E−1

128 9.7E−6 3.8E−3 3.3E−2 O(1)

256 2.1E−12 1.4E−6 1.6E−3 2.7E−2 O(1)

512 6.85E−12 2.4E−7 5.1E−4 3.5E−2

BLRCC 64 O(1.0E−2)

128 O(1.0E−5) O(1.0E−1)

256 O(1.0E−12) O(1.0E−3)

The solution has a boundary layer atx = 1 of width O(ε).

In Table 2 we list the maximum pointwise error obtained by using the conventional Legendre–Galerkin
method (CLGM) and the Legendre–Galerkin method (2.9) (PLGM). Table 2 also includes the results
given by the boundary layer resolving Chebyshev-collocation method (BLRCC, cf. [29]). Again it is
observed that the Galerkin-spectral method proposed in this work is much more accurate than the
conventional spectral method. It is also noted that the PLGM is even more accurate than the BLRCC.
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Table 3
Maximum pointwise errors for Example 6.4;N is the number of the basis functions used
in each coordinate direction

N ε = 10−8 ε = 10−9 ε = 10−10 ε = 10−11

CLGM 128 3.8E−1

256 2.1E−2 2.7E−1

512 6.6E−7 8.0E−3 1.9E−1

PLGM 64 9.9E−3 5.7E−2

128 2.6E−5 6.2E−4 7.2E−3 2.5E−2

256 3.5E−11 1.5E−8 4.8E−6 2.4E−4

However, it is clear that more points are required for this problem than the previous example. This
confirms the theoretical predictions in Theorems 4.2 and 4.3.

It should be pointed out that for a fixedN , the computational complexities of the conventional methods
and the methods proposed in this work can be made essentially the same (see [25,26]).

Example 6.4. The last example is a two-dimensional diffusion equation:{−ε�u+ 2u= F, (x1, x2) ∈Ω = I 2; u|∂Ω = 0,
F (x1, x2)= −1

2

(
(x1 + 1)w(x2)+ (x2 + 1)w(x1)

) (6.6)

with

w(x)= sinh((x + 1)/
√
ε)

sinh(2/
√
ε)

− x + 1

2
.

This equation has the exact solutionu(x1, x2)=w(x1)w(x2) which has boundary layers of width O(
√
ε)

at (x1 = 1, x2) and(x1, x2 = 1).

In Table 3, we list the maximum pointwise error obtained by the CLGM and PLGM. Observations
similar to those for the 1-D problem, Example 6.2, are made for this 2-D example. The computational
complexities of our Galerkin methods (2.9) and the conventional methods are also essentially the same
in 2-D.

The errors listed in Tables 1–3 are measured in adiscretemaximum norm. It would be useful to see
what happens to the error away from the points at which the error is sampled in the table. To this end,
we plot in Figs. 7 and 8 the numerical error of Example 6.2 withε = 10−8 andN = 128, and the error of
Example 6.3 withε= 10−5 andN = 256, respectively. In these two figures, we choose the following set
of points

S = {−1+ 0.01j | 0� j � 200}
and use the idea of interpolations as described in Step 2 of the last subsection to obtain approximate
values on the above set of points. Fig. 9 shows the error of Example 6.4 withε = 10−8 andN = 128. The
interpolation values used for the MATLAB plot are obtained on the following point set

S = {
(xi, yj )= (−1+ 0.04i,−1 + 0.04j) | 0 � i, j � 50

}
.
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Fig. 7. Error of Example 6.2 forε = 10−8 andN = 128, obtained by using the Legendre–Galerkin method (2.9).

Fig. 8. Error of Example 6.3 forε = 10−5 andN = 256, obtained by using the Legendre–Galerkin method (2.9).

It may not come as a surprise to find the major portion of the errors in the three figures all located near
the boundaries, and as a result it would appear natural to move more points into the boundary layers.



W. Liu, T. Tang / Applied Numerical Mathematics 38 (2001) 315–345 343

Fig. 9. Error of Example 6.4 forε = 10−8 andN = 128, obtained by using the Legendre–Galerkin method (2.9).

7. Concluding remarks

In this section, we make a number of remarks on the numerical methods and the theoretical results
obtained in this work.

1. The proposed Galerkin-spectral methods involve some suitable transformation functions. In
practical computations, these functions may also involve a free parameter. One family of such
transformations is

x = gk(y)= −1+ κ

y∫
−1

(
1− η2)kdη, k � 1 and κ = 2∫ 1

−1(1− η2)k dη
,

which is exactly (4.7). Another family is proposed in [29] that is of formx = gk(y), where

g0(y)= y,

gk(y)= sin
(
π

2
gk−1(y)

)
, k � 1.

Numerical experiments suggest thatk = 1 or 2 is sufficient to speed up the spectral convergence.
2. Although it may be possible to fully resolve the boundary layer for a specified problem by

applying a suitable stretching transformation in theory, in practice it is essentially impossible to
resolvearbitrarily thin boundary layers with a non-adaptiveε-independent coordinate stretching.
Consequently, the methods studied in this paper arenot appropriate if one is interested indetails
of arbitrarily thin boundary layers. To fully resolve an arbitrarily small boundary layers,ε-uniform
meshes such as Shishkin’s grid [27] and Schwab and Suri’s grid [24] should be employed.

3. On the other hand, spectral methods have the advantage that ifN is reasonably large, then
exponential rate of convergencecan be obtained. For singularly perturbed problems, very large
(unpractical)N is required in order to gain this spectral accuracy. The goal of this work is to show
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that spectral methods plus coordinate stretching allow us to use reasonably large number of basis
functions to gain the exponential rate of convergence. In solving singularly perturbed problems
with conventional spectral methods, spectral accuracy can only be obtained whenN = O(ε−γ ).
Our main effort is to make thisγ smaller, say from1

2 to 1
4 or less for Helmholtz type equations,

by using appropriate coordinate stretching. If one is interested in seeing the exponential rate of
convergence with practical number of basis functions then the Galerkin-spectral methods studied
in this work should be one of the good choices.

4. Another objective of this work is to give a theoretical interpretation of the high accuracy behavior
of the Galerkin-spectral method involving coordinate transformations. The error analysis is quite
difficult, partly because the transformed equation is highly degenerate. Ideally, the error bounds
should be derived in maximum-norms rather than the present energy-norms that may not truly
resolve very thin boundary layers. However, there are still some technical difficulties in obtaining
the error estimates with max-norm. Therefore the relation between the proved and the observed
facts could be purely intuitive.
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